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#### Abstract

We adopt the integral definition of the fractional Laplace operator and study an optimal control problem on Lipschitz domains that involves a fractional elliptic partial differential equation ( PDE ) as state equation and a control variable that enters the state equation as a coefficient; pointwise constraints on the control variable are considered as well. We establish the existence of optimal solutions and analyze first and, necessary and sufficient, second order optimality conditions. Regularity estimates for optimal variables are also analyzed. We develop two finite element discretization strategies: a semidiscrete scheme in which the control variable is not discretized, and a fully discrete scheme in which the control variable is discretized with piecewise constant functions. For both schemes, we analyze the convergence properties of discretizations and derive error estimates.
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1. Introduction. In this paper, we are interested in the analysis and discretization of an optimal control problem involving a fractional elliptic PDE as state equation and a control variable that enters the state equation as a coefficient. To make matters precise, we let $\Omega$ be an open and bounded domain in $\mathbb{R}^{d}(d \geq 2)$ with Lipschitz boundary $\partial \Omega$. Given a desired state $u_{\Omega} \in L^{2}(\Omega)$ and a regularization parameter $\lambda>0$, we introduce the cost functional

$$
\begin{equation*}
J(u, q):=\frac{1}{2}\left\|u-u_{\Omega}\right\|_{L^{2}(\Omega)}^{2}+\frac{\lambda}{2}\|q\|_{L^{2}(\Omega)}^{2} \tag{1.1}
\end{equation*}
$$

Let $f$ be a fixed function in $H^{-s}(\Omega)$. We shall be concerned with the following optimal control problem: Find $\min J(u, q)$ subject to the fractional and elliptic PDE

$$
\begin{equation*}
(-\Delta)^{s} u+q u=f \text { in } \Omega, \quad u=0 \text { in } \Omega^{c}, \tag{1.2}
\end{equation*}
$$

where $\Omega^{c}=\mathbb{R}^{d} \backslash \Omega$, and the control constraints

$$
\begin{equation*}
q \in \mathbb{Q}_{a d}, \quad \mathbb{Q}_{a d}:=\left\{v \in L^{\infty}(\Omega): a \leq v(x) \leq b \text { a.e. } x \in \Omega\right\} . \tag{1.3}
\end{equation*}
$$

The control bounds $a$ and $b$ are such that $0<a<b$. The operator $(-\Delta)^{s}$ corresponds to the integral definition of the fractional Laplace operator; its definition can be found in section 2.3.

[^0]In problem (1.1)-(1.3) the control variable $q$ enters the state equation as a coefficient and not as a source term. This creates the nonlinear coupling qu in (1.2), the presence of which has led to this type of problems being referred to as bilinear optimal control problems or control-affine problems [13]. Mathematically, the coupling $q u$ in (1.2) complicates both the analysis and the discretization. In particular, the solution of the state equation depends nonlinearly on the control, so the uniqueness of solutions of (1.1)-(1.3) cannot be guaranteed [28]; a complete optimization study therefore requires the analysis of second order optimality conditions [13]. In terms of applications, it should be mentioned that several processes in engineering, biology, and ecology, to name just a few, can be modeled by bilinear systems; see, for instance, $[9,16,34]$. We would also like to note that problem (1.1)-(1.3) can be interpreted as a particular instance of a coefficient identification problem. Such problems become particularly relevant in scenarios where coefficients or source terms remain uncertain or unknown. It may be that we have a sparse and/or noisy measurement of the state of the system or an output of interest that we wish to match, and/or that a priori information about some model coefficients is available. In such cases, we can resort to solving a control problem or an inverse problem to recover the unknown parameters and define a more accurate, data-driven mathematical model.

Another important feature of (1.1)-(1.3) is that it is governed by the fractional and nonlocal operator $(-\Delta)^{s}$. Although the use of nonlocal models to describe natural and social phenomena has been of interest for a long time, this interest has only increased significantly in recent years. This is mainly due to the numerous applications of these models, which demonstrate their relevance and versatility. It is therefore only natural that an interest in efficient approximation schemes for nonlocal models arises $[5,18]$ and that one might be interested in their control [20, 2, 3]. By nonlocal models, we mean here model descriptions that at a given point in space depend on the state of the system at points at a far distance from that given point. An important example from the family of nonlocal operators is the integral fractional Laplacian $(-\Delta)^{s}(0<s<1)$, which corresponds to the infinitesimal generator of a stable Lévy process. It can be shown that $(-\Delta)^{s}$ converges in a suitable sense to the Laplace operator supplemented with homogeneous Dirichlet boundary conditions and to the identity operator when $s \uparrow 1$ and $s \downarrow 0$, respectively; see [21] for details.

For the particular case $s=1$, there are several works in the literature that provide error estimates for finite element discretizations of (1.1)-(1.3). To the best of our knowledge, the first work that provides an analysis for suitable finite element discretizations is [28]. In this work, the authors propose two schemes that discretize the admissible control set with piecewise constant and piecewise linear functions, and provide bounds for the error committed within the approximation of a control variable [28, Corollaries 5.6 and 5.10]. These results were later extended to mixed and stabilized finite element methods in [14] and [23], respectively. Recently, bilinear optimal control problems whose objective functionals do not depend on the controls have been analyzed in [13]. In particular, the authors investigate sufficient second order conditions for bang-bang controls and derive error estimates in $L^{1}$-norms for a suitable finite element discretization. Regarding the analysis of a posteriori error estimates for problem (1.1)-(1.3) with $s=1$, we refer the reader to [29] and [24]. We conclude this paragraph with a reference to the work [42], in which the authors provide upper bounds for discretization errors with respect to a cost functional and with respect to a given quantity of interest based on a posteriori error estimators.

To the best of our knowledge, the only work available in the literature that provides an advance on the parabolic version of (1.1)-(1.3) is the very recent manuscript
[27]. In this paper, the authors provide an analysis for the continuous problem including the existence of solutions and first and second order optimality conditions; the second order sufficiency requires an additional assumption on the problem data (see also [28, Remark 2.21]). In contrast to this work and to the best of our knowledge, this exposition is the first to study approximation techniques for the optimal control problem (1.1)-(1.3); discretization techniques for the problem where the control variable enters (1.2) as a source term are available in [19, 36, 37, 4, 25]. In the following, we list what we consider to be the most important contributions of our work:
(i) Existence of optimal solutions: We prove that the optimal control problem (1.1)-(1.3) admits at least one optimal solution; see Theorem 4.1.
(ii) Optimality conditions: We derive first and necessary and sufficient second order optimality conditions with a minimal gap; see $\S 4.2$ and $\S 4.3$.
(iii) Regularity estimates: We analyze regularity properties for optimal variables. In particular, we prove that $\bar{u}, \bar{p}, \bar{q} \in H^{s+\kappa-\epsilon}(\Omega)$; see Theorem 4.4 for details.
(iv) Finite element discretizations: We propose two different strategies: a semidiscrete scheme, where the control set is not discretized, and a fully discrete scheme, where such a set is discretized with piecewise constant functions.
(v) Convergence of discretizations: We prove the existence of subsequences of discrete global solutions that converge to global solutions of (1.1)-(1.3). We also prove that continuous strict local solutions can be approximated by local minima of discrete problems; see section 5.3.2 and section 5.3.3.
(vi) Error estimates: For each discretization scheme, we provide estimates for the error that occurs when approximating optimal variables; see §6. To obtain these results, we have assumed that solutions to suitable finite element discretizations of (1.2) are uniformly bounded in $L^{\infty}(\Omega)$.
We structure our presentation as follows. In section 2 , we introduce the notation and collect some known facts that shall be useful for our purposes. In section 3, we give an overview of regularity and finite element approximation results for problem (1.2). Section 4 is our first original contribution. We study a weak version of the control problem (1.1)-(1.3). More precisely, we show the existence of optimal solutions and derive first and second order optimality conditions. The study of numerical schemes begins in section 5, where we develop two finite element schemes for (1.1)-(1.3) and analyze convergence properties. In section 6, we derive error bounds. We conclude with section 7, where we provide several numerical examples to illustrate our theory.
2. Notation and preliminary remarks. Let us establish the notation and recall some facts that will be useful later.
2.1. Notation. In the course of this work, let $d \geq 2$ and $\Omega \subset \mathbb{R}^{d}$ be an open and bounded domain with Lipschitz boundary $\partial \Omega$. We denote by $\Omega^{c}$ the complement of $\Omega$. If $\mathscr{X}$ and $\mathscr{Y}$ are Banach function spaces, we write $\mathscr{X} \hookrightarrow \mathscr{Y}$ to denote that $\mathscr{X}$ is continuously embedded in $\mathscr{Y}$. We denote by $\mathscr{X}^{\prime}$ and $\|\cdot\| \mathscr{X}$ the dual and the norm of $\mathscr{X}$, respectively. We denote by $\langle\cdot, \cdot\rangle_{\mathscr{X}^{\prime}, \mathscr{X}}$ the duality pairing between $\mathscr{X}^{\prime}$ and $\mathscr{X}$ and simply write $\langle\cdot, \cdot\rangle$ if the spaces $\mathscr{X}^{\prime}$ and $\mathscr{X}$ are clear from the context. The relation $\mathfrak{a} \lesssim \mathfrak{b}$ indicates that $\mathfrak{a} \leq C \mathfrak{b}$, with a positive constant $C$ that does not depend on $\mathfrak{a}$, $\mathfrak{b}$, or the discretization parameters, but may depend on $s, d$, and $\Omega$. The value of $C$ might change at each occurrence.
2.2. Function spaces. Fractional Sobolev spaces provide a natural framework for analyzing the state equation (1.2). A family of fractional Sobolev spaces can be defined based on the Fourier transform $\mathcal{F}$ : For any $s \geq 0$, we define $H^{s}\left(\mathbb{R}^{d}\right)$, a Sobolev
space of order $s$ over $\mathbb{R}^{d}$, by [39, Definition 15.7], [32, Chapter 1 , Section 7$]$

$$
H^{s}\left(\mathbb{R}^{d}\right):=\left\{v \in L^{2}\left(\mathbb{R}^{d}\right):\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \mathcal{F}(v) \in L^{2}\left(\mathbb{R}^{d}\right)\right\}
$$

endowed with the norm $\|v\|_{H^{s}\left(\mathbb{R}^{d}\right)}:=\left\|\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \mathcal{F}(v)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}$. We define $\tilde{H}^{s}(\Omega)$ as the closure of $C_{0}^{\infty}(\Omega)$ in $H^{s}\left(\mathbb{R}^{d}\right)$ [33, page 77 ] and note that it can be equivalently characterized as the following space of zero-extension functions [33, Theorem 3.29]:

$$
\tilde{H}^{s}(\Omega)=\left\{\left.v\right|_{\Omega}: v \in H^{s}\left(\mathbb{R}^{d}\right), \text { supp } v \subset \bar{\Omega}\right\}
$$

We endow the space $\tilde{H}^{s}(\Omega)$ with the following inner product and norm [33, page 75]:

$$
(v, w)_{\tilde{H}^{s}(\Omega)}:=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{(v(x)-v(y))(w(x)-w(y))}{|x-y|^{d+2 s}} \mathrm{~d} x \mathrm{~d} y, \quad|v|_{\tilde{H}^{s}(\Omega)}:=(v, v)_{\tilde{H}^{s}(\Omega)}^{\frac{1}{2}} .
$$

We also introduce $H^{-s}(\Omega)$ as the dual space of the fractional Sobolev space $\tilde{H}^{s}(\Omega)$.
Let us review a continuity of the product property in fractional Sobolev spaces.
Lemma 2.1 (continuity of the product). Let $\mathfrak{t} \in(0, \infty)$ and let $\varphi, \phi \in H^{\mathfrak{t}}\left(\mathbb{R}^{d}\right) \cap$ $L^{\infty}\left(\mathbb{R}^{d}\right)$. Then, the product $\varphi \phi$ belongs to the space $H^{\mathfrak{t}}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$.

Proof. The result follows from a direct application of the Runst-Sickel lemma [8, Lemma 4.1] ([38, Section 5.3.7]) with $s=\mathfrak{t}, p_{1}=p_{2}=p=q=2$, and $r_{1}=r_{2}=\infty$. We note that, as stated in [8, page 390], the Triebel-Lizorkin space $\tilde{\mathcal{F}}_{2,2}^{\mathrm{t}}$ coincides with $H^{\mathfrak{t}}\left(\mathbb{R}^{d}\right)$; see also [40, Chapter 2, Section 2.3.5].

We conclude this section with the following Sobolev embedding results.
Lemma 2.2 (embedding results). Let $s \in(0,1)$. If $\mathfrak{r} \in[1,2 d /(d-2 s)]$, then $H^{s}(\Omega) \hookrightarrow L^{\mathfrak{r}}(\Omega)$. If $\mathfrak{r} \in[1,2 d /(d-2 s))$, then $H^{s}(\Omega) \hookrightarrow L^{\mathfrak{r}}(\Omega)$ is compact.

Proof. A proof of $H^{s}(\Omega) \hookrightarrow L^{\mathrm{r}}(\Omega)$ can be found in [1, Theorem 7.34]. The fact that the embedding is compact for $\mathfrak{r}<2 d /(d-2 s)$ follows from [21, Corollary 7.2].
2.3. The fractional Laplace operator. For $s \in(0,1)$ and smooth functions $w: \mathbb{R}^{d} \rightarrow \mathbb{R}$, there are several equivalent definitions of $(-\Delta)^{s}$ in $\mathbb{R}^{d}$. In fact, $(-\Delta)^{s}$ can be naturally defined by means of the following pointwise formula:

$$
\begin{equation*}
(-\Delta)^{s} w(x):=C(d, s) \text { p.v. } \int_{\mathbb{R}^{d}} \frac{w(x)-w(y)}{|x-y|^{d+2 s}} \mathrm{~d} y, \quad C(d, s):=\frac{2^{2 s} s \Gamma\left(s+\frac{d}{2}\right)}{\pi^{\frac{d}{2}} \Gamma(1-s)} \tag{2.1}
\end{equation*}
$$

where p.v. stands for the Cauchy principal value and $C(d, s)$ is a normalization constant. The constant $C(d, s)$ is introduced to ensure that the definition (2.1) is equivalent to the following one via Fourier transform: $\mathcal{F}\left((-\Delta)^{s} w\right)(\xi)=|\xi|^{2 s} \mathcal{F}(w)(\xi)$ for all $\xi \in \mathbb{R}^{d}$; see [31, chapter 1 , section 1] for details. In addition to these two definitions, there are several other equivalent definitions of $(-\Delta)^{s}$ in $\mathbb{R}^{d}$ in the literature. For a discussion, we refer the reader to [30].

In bounded domains, for functions supported in $\bar{\Omega}$, we may use the integral representation (2.1) to define $(-\Delta)^{s}$. This gives rise to the so-called restricted or integral fractional Laplacian, which, from now on, we shall simply refer to as the integral fractional Laplacian. Note that we have materialized a zero Dirichlet condition by restricting the operator to acting only on functions that are zero outside $\Omega$.

To present suitable weak formulations for problems involving $(-\Delta)^{s}$, we define

$$
\mathcal{A}: \tilde{H}^{s}(\Omega) \times \tilde{H}^{s}(\Omega) \rightarrow \mathbb{R}, \quad \mathcal{A}(v, w):=\frac{C(d, s)}{2}(v, w)_{\tilde{H}^{s}(\Omega)}
$$

We note that $\mathcal{A}$ is just a multiple of the inner product in $\tilde{H}^{s}(\Omega)$ introduced in section $2.2 ; \mathcal{A}$ is bilinear and bounded. We denote by $\|\cdot\|_{s}$ the norm induced by $\mathcal{A}$ :

$$
\|v\|_{s}:=\sqrt{\mathcal{A}(v, v)}=\mathfrak{C}(d, s)|v|_{\tilde{H}^{s}(\Omega)}, \quad \mathfrak{C}(d, s)=\sqrt{C(d, s) / 2}
$$

3. The state equation. In this section, we present a suitable weak formulation for (1.2) and give a brief overview of results concerning the well-posedness of such a formulation, regularity estimates for its solution, and finite element approximations.
3.1. Weak formulation. Let $s \in(0,1)$, let $\mathfrak{f} \in H^{-s}(\Omega)$ be a given forcing term, and let $\mathfrak{q}$ be an arbitrary element in $\mathbb{Q}_{a d}$. Under these conditions, we introduce the following weak formulation of the state equation (1.2): Find $\mathfrak{u} \in \tilde{H}^{s}(\Omega)$ such that

$$
\begin{equation*}
\mathcal{A}(\mathfrak{u}, v)+(\mathfrak{q u}, v)_{L^{2}(\Omega)}=\langle\mathfrak{f}, v\rangle \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{3.1}
\end{equation*}
$$

We note that, since $\mathfrak{q} \in \mathbb{Q}_{a d} \subset L^{\infty}(\Omega)$ and $\mathfrak{u}, v \in \tilde{H}^{s}(\Omega) \subset L^{2}(\Omega)$, all terms involved in (3.1) are well-defined. The well-posedness of problem (3.1) follows from the LaxMilgram lemma. In particular, we have the stability bound $\|\mathfrak{u}\|_{s} \lesssim\|\mathfrak{f}\|_{H^{-s}(\Omega)}$.
3.2. Regularity estimates. We present the following regularity result.

Theorem 3.1 (Sobolev regularity). Let $s \in(0,1), \mathfrak{f} \in L^{2}(\Omega)$, and $\mathfrak{q} \in \mathbb{Q}_{\text {ad }}$. Then, the solution $\mathfrak{u}$ to problem (3.1) belongs to $H^{s+\kappa-\varepsilon}(\Omega)$ for all $0<\varepsilon<s$, where $\kappa=\frac{1}{2}$ for $\frac{1}{2}<s<1$ and $\kappa=s-\varepsilon$ for $0<s \leq \frac{1}{2}$. In addition, we have the bound

$$
\|\mathfrak{u}\|_{H^{s+\kappa-\varepsilon}(\Omega)} \leq C \varepsilon^{-\nu}\|\mathfrak{f}\|_{L^{2}(\Omega)} \quad \forall \varepsilon \in(0, s)
$$

where $\nu=\frac{1}{2}$ for $\frac{1}{2}<s<1$ and $\nu=\frac{1}{2}+\nu_{0}$ for $0<s \leq \frac{1}{2}$. Here, $\nu_{0}$ and $C$ denote positive constants that depend on $\Omega$ and $d$ and $\Omega, d$, $s$, and $\mathfrak{q}$, respectively.

Proof. Since $\Omega$ is Lipschitz and $\mathfrak{f}-\mathfrak{q u} \in L^{2}(\Omega)$, the proof follows immediately as an application of [6, Theorem 2.1 and inequality (2.6)]; see also [7, Remark 6].

If we assume a higher integrability assumption for $\mathfrak{f}$, it is possible to obtain an $L^{\infty}(\Omega)$-regularity result for the solution $\mathfrak{u}$ of problem (3.1).

THEOREM $3.2\left(L^{\infty}(\Omega)\right.$-regularity $)$. Let $s \in(0,1)$ and $r>d / 2 s$. If $\mathfrak{f} \in L^{r}(\Omega)$, then the solution $\mathfrak{u}$ to problem (3.1) belongs to $\tilde{H}^{s}(\Omega) \cap L^{\infty}(\Omega)$ and

$$
\|\mathfrak{u}\|_{s}+\|\mathfrak{u}\|_{L^{\infty}(\Omega)} \lesssim\|\mathfrak{f}\|_{L^{r}(\Omega)},
$$

with a hidden constant that is independent of $\mathfrak{u}$ and the problem data.
Proof. See [36, Theorem 3.1].
3.3. Finite element approximation. Under the additional assumption that $\Omega$ is a Lipschitz polytope, we now introduce a finite element-like scheme to approximate the solution to (3.1). For this purpose, we assume that we have at hand a collection of conforming and quasi-uniform meshes $\left\{\mathscr{T}_{h}\right\}_{h>0}$ of $\bar{\Omega}$ made of closed simplices. We denote by $h:=\max \left\{h_{T}: T \in \mathscr{T}_{h}\right\}$ the mesh-size of $\mathscr{T}_{h}=\{T\}$, where $h_{T}:=\operatorname{diam}(T)$.

Given a mesh $\mathscr{T}_{h}$, we introduce the finite element space

$$
\begin{equation*}
\mathbb{V}_{h}:=\left\{v_{h} \in C(\bar{\Omega}):\left.v_{h}\right|_{T} \in \mathbb{P}_{1}(T) \forall T \in \mathscr{T}_{h}, v_{h}=0 \text { on } \partial \Omega\right\} . \tag{3.2}
\end{equation*}
$$

The following comments are now appropriate. First, for every $s \in(0,1), \mathbb{V}_{h} \subset \tilde{H}^{s}(\Omega)$. Second, we enforce a classical homogeneous Dirichlet boundary condition at $\partial \Omega$. Note that discrete functions are trivially extended by zero to $\Omega^{c}$.

With $\mathbb{V}_{h}$ at hand, we introduce an approximation of the solution to (3.1):

$$
\begin{equation*}
\mathfrak{u}_{h} \in \mathbb{V}_{h}: \quad \mathcal{A}\left(\mathfrak{u}_{h}, v_{h}\right)+\left(\mathfrak{q} \mathfrak{u}_{h}, v_{h}\right)_{L^{2}(\Omega)}=\left\langle\mathfrak{f}, v_{h}\right\rangle \quad \forall v_{h} \in \mathbb{V}_{h} \tag{3.3}
\end{equation*}
$$

The existence and uniqueness of $\mathfrak{u}_{h} \in \mathbb{V}_{h}$ follows from the Lax-Milgram lemma. In particular, for every $h>0$, we have the discrete stability bound $\left\|\mathfrak{u}_{h}\right\|_{s} \lesssim\|\mathfrak{f}\|_{H^{-s}(\Omega)}$.

We present the following a priori error estimates.
Theorem 3.3 (error estimates). Let $s \in(0,1), \mathfrak{f} \in L^{2}(\Omega)$, and $\mathfrak{q} \in \mathbb{Q}_{\text {ad }}$. Let $\Omega$ be a Lipschitz polytope. Let $\mathfrak{u} \in \tilde{H}^{s}(\Omega)$ be the solution to (3.1) and let $\mathfrak{u}_{h} \in \mathbb{V}_{h}$ be its finite element approximation obtained as in (3.3). Then, we have the error bounds

$$
\begin{align*}
\left\|\mathfrak{u}-\mathfrak{u}_{h}\right\|_{s} & \lesssim h^{\gamma}|\log h|^{\varphi}\|\mathfrak{f}\|_{L^{2}(\Omega)}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\},  \tag{3.4}\\
\left\|\mathfrak{u}-\mathfrak{u}_{h}\right\|_{L^{2}(\Omega)} & \lesssim h^{2 \gamma}|\log h|^{2 \varphi}\|\mathfrak{f}\|_{L^{2}(\Omega)} \tag{3.5}
\end{align*}
$$

where $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
Proof. The proof follows from the regularity estimates for $\mathfrak{u}$ given in Theorem 3.1 and the arguments developed in the proofs of [6, Theorem 3.5] and [6, Proposition $3.8]$. For the sake of brevity, we omit the details.
4. The optimal control problem. In this section, we analyze the following weak formulation of the optimal control problem (1.1)-(1.3): Find

$$
\begin{equation*}
\min \left\{J(u, q):(u, q) \in \tilde{H}^{s}(\Omega) \times \mathbb{Q}_{a d}\right\} \tag{4.1}
\end{equation*}
$$

subject to the fractional and elliptic state equation

$$
\begin{equation*}
\mathcal{A}(u, v)+(q u, v)_{L^{2}(\Omega)}=(f, v)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{4.2}
\end{equation*}
$$

where $\mathbb{Q}_{a d}$ is defined in (1.3) and $f \in L^{2}(\Omega)$.
4.1. Existence of optimal controls. The existence of at least one optimal solution follows from the direct method of calculus of variations [17, Chapter 1].

ThEOREM 4.1 (existence of an optimal solution). The optimal control problem (4.1)-(4.2) admits at least one global solution $(\bar{u}, \bar{q}) \in \tilde{H}^{s}(\Omega) \times \mathbb{Q}_{\text {ad }}$.

Proof. Let $\mathfrak{i}:=\inf \left\{J(u, q):(u, q) \in \tilde{H}^{s}(\Omega) \times \mathbb{Q}_{a d}\right\}$. Let, for $k \in \mathbb{N}, q_{k} \in \mathbb{Q}_{\text {ad }}$ and $u_{k} \in \tilde{H}^{s}(\Omega)$ be such that $J\left(u_{k}, q_{k}\right) \rightarrow \mathfrak{i}$ as $k \uparrow \infty$ and

$$
\begin{equation*}
\mathcal{A}\left(u_{k}, v\right)+\left(q_{k} u_{k}, v\right)_{L^{2}(\Omega)}=(f, v)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{4.3}
\end{equation*}
$$

i.e., $\left\{\left(u_{k}, q_{k}\right)\right\}_{k \in \mathbb{N}} \subset \tilde{H}^{s}(\Omega) \times \mathbb{Q}_{a d}$ is a minimizing sequence. Let us now invoke the fact that $\mathbb{Q}_{a d}$ is bounded in $L^{\infty}(\Omega)$ to deduce the existence of a nonrelabeled subsequence $\left\{q_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{Q}_{\text {ad }}$ such that $q_{k} \stackrel{*}{\rightharpoonup} \bar{q}$ in $L^{\infty}(\Omega)$ as $k \uparrow \infty ; \bar{q} \in \mathbb{Q}_{a d}$. On the other hand, since for every $k \in \mathbb{N} q_{k} \in \mathbb{Q}_{a d}$, the well-posedness of (4.3) reveals that $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ is uniformly bounded in $\tilde{H}^{s}(\Omega)$. More precisely: $\left\|u_{k}\right\|_{s} \lesssim\|f\|_{L^{2}(\Omega)}$ for every $k \in \mathbb{N}$. We can thus conclude the existence of a nonrelabeled subsequence such that $u_{k} \rightharpoonup \bar{u}$ in $\tilde{H}^{s}(\Omega)$ as $k \uparrow \infty ; \bar{u}$ being the natural candidate for an optimal state. We now prove that $\bar{u}$ solves problem $(4.2)$, where $q$ is replaced by $\bar{q}$, and that $(\bar{u}, \bar{q})$ is optimal.

Since $u_{k} \rightharpoonup \bar{u}$ in $\tilde{H}^{s}(\underset{\sim}{\Omega})$ as $k \uparrow \infty$, we immediately obtain that $\mathcal{A}\left(u_{k}, v\right) \rightarrow \mathcal{A}(\bar{u}, v)$ as $k \uparrow \infty$ for every $v \in \tilde{H}^{s}(\Omega)$. To analyze the convergence of the bilinear term, we utilize that $u_{k} \rightharpoonup \bar{u}$ in $\tilde{H}^{s}(\Omega)$ as $k \uparrow \infty$, the compact embedding $H^{s}(\Omega) \hookrightarrow L^{2}(\Omega)$ of

Lemma 2.2, which holds because $2 d /(d-2 s)>2$, the convergence $q_{k} \stackrel{*}{\rightharpoonup} \bar{q}$ in $L^{\infty}(\Omega)$ as $k \uparrow \infty$, and the fact that $\bar{u} v \in L^{1}(\Omega)$. These arguments allow us to obtain

$$
\begin{aligned}
\left|(\bar{q} \bar{u}, v)_{L^{2}(\Omega)}-\left(q_{k} u_{k}, v\right)_{L^{2}(\Omega)}\right| \leq\left|\left(\left[\bar{q}-q_{k}\right] \bar{u}, v\right)_{L^{2}(\Omega)}\right|+\left|\left(q_{k}\left[\bar{u}-u_{k}\right], v\right)_{L^{2}(\Omega)}\right| \\
\leq\left|\left(\bar{q}-q_{k}, \bar{u} v\right)_{L^{2}(\Omega)}\right|+b\left\|\bar{u}-u_{k}\right\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} \rightarrow 0, \quad k \uparrow \infty
\end{aligned}
$$

Finally, we prove that $(\bar{u}, \bar{q})$ is optimal. To do so, we utilize the strong convergence $u_{k} \rightarrow \bar{u}$ in $L^{2}(\Omega)$ as $k \uparrow \infty$ and the fact that the square of $\|\cdot\|_{L^{2}(\Omega)}$ is weakly lower semicontinuous in $L^{2}(\Omega)$. With these results, we can therefore conclude that $J(\bar{u}, \bar{q}) \leq \liminf _{k} J\left(u_{k}, q_{k}\right)=\mathfrak{i}$. Consequently, $(\bar{u}, \bar{q})$ is optimal.

Since the control problem (4.1)-(4.2) is not convex, in the following analysis we will discuss optimality conditions in the context of local solutions in $L^{2}(\Omega)$ [41, page 207]: We say that $\bar{q} \in \mathbb{Q}_{\text {ad }}$ is locally optimal in the sense of $L_{\tilde{2}}^{2}(\Omega)$ for (4.1)-(4.2) if there exists $\eta>0$ such that $J(\bar{u}, \bar{q}) \leq J(u, q)$ for all $(u, q) \in \tilde{H}^{s}(\Omega) \times \mathbb{Q}_{a d}$ such that $\|q-\bar{q}\|_{L^{2}(\Omega)} \leq \eta$. Here, $u$ solves (4.2) and $\bar{u}$ solves (4.2) with $q$ replaced by $\bar{q}$.
4.2. First order optimality conditions. In this section we formulate first order necessary optimality conditions. We begin our analysis by introducing the set

$$
\mathcal{Q}:=\left\{q \in L^{\infty}(\Omega): \exists c>0 \text { such that } q(x)>c>0 \text { for a.e. } x \in \Omega\right\}
$$

[28, page 783] and the control to state map $\mathcal{S}: \mathcal{Q} \rightarrow \tilde{H}^{s}(\Omega)$, which given a control $q$ associates to it the unique state $u=\mathcal{S} q$ that solves (4.2).

The following result provides differentiability properties for the operator $\mathcal{S}$.
ThEOREM 4.2 (differentiability properties of $\mathcal{S}$ ). The control to state operator $\mathcal{S}: \mathcal{Q} \rightarrow \tilde{H}^{s}(\Omega)$ is of class $C^{2}$ with respect to the $L^{\infty}(\Omega)$-topology. In addition, if $w \in L^{\infty}(\Omega)$, then $z=\mathcal{S}^{\prime}(q) w \in \tilde{H}^{s}(\Omega)$ corresponds to the unique solution to

$$
\begin{equation*}
\mathcal{A}(z, v)+(q z, v)_{L^{2}(\Omega)}=-(w u, v)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{4.4}
\end{equation*}
$$

where $u=\mathcal{S} q$. Moreover, if $w_{1}, w_{2} \in L^{\infty}(\Omega)$, then $\mathfrak{z}=\mathcal{S}^{\prime \prime}(q)\left(w_{1}, w_{2}\right) \in \tilde{H}^{s}(\Omega)$ is the unique solution to

$$
\begin{equation*}
\mathcal{A}(\mathfrak{z}, v)+(q \mathfrak{z}, v)_{L^{2}(\Omega)}=-\left(w_{2} z_{w_{1}}, v\right)_{L^{2}(\Omega)}-\left(w_{1} z_{w_{2}}, v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{4.5}
\end{equation*}
$$

where $z_{w_{i}}=\mathcal{S}^{\prime}(q) w_{i}$ and $i \in\{1,2\}$.
Proof. Let $q \in \mathcal{Q}$. To prove the first order Fréchet differentiability of $\mathcal{S}$ we proceed as in [41, Theorem 4.17] and show the existence of a continuous linear operator $D: L^{\infty}(\Omega) \rightarrow \tilde{H}^{s}(\Omega)$ and a mapping $r(q, \cdot): L^{\infty}(\Omega) \rightarrow \tilde{H}^{s}(\Omega)$ such that for all $w \in L^{\infty}(\Omega)$ satisfying $q+w \in \mathcal{Q}$, we have $\mathcal{S}(q+w)-\mathcal{S}(q)=D(w)+r(q, w)$ and

$$
\begin{equation*}
\|r(q, w)\|_{s} /\|w\|_{L^{\infty}(\Omega)} \rightarrow 0 \tag{4.6}
\end{equation*}
$$

as $\|w\|_{L^{\infty}(\Omega)} \rightarrow 0$. We immediately note that the mapping $w \mapsto z$ defined by the problem (4.4) is linear and continuous. On the other hand, we define $\tilde{u}:=\mathcal{S}(q+w)$ and $u:=\mathcal{S}(q)$. It is therefore sufficient to prove that $r=\tilde{u}-u-z$ satisfies (4.6). To do so, we first note that $r$ solves uniquely the problem: Find $r \in \tilde{H}^{s}(\Omega)$ such that

$$
\mathcal{A}(r, v)+(q r, v)_{L^{2}(\Omega)}=-(w[\tilde{u}-u], v)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)
$$

A basic stability bound for this problem yields the estimate

$$
\|r\|_{s} \lesssim\|\tilde{u}-u\|_{L^{2}(\Omega)}\|w\|_{L^{\infty}(\Omega)} \lesssim\|\tilde{u}\|_{L^{2}(\Omega)}\|w\|_{L^{\infty}(\Omega)}^{2} \lesssim\|f\|_{L^{2}(\Omega)}\|w\|_{L^{\infty}(\Omega)}^{2}
$$

where we used a stability estimate for the problem that $\tilde{u}-u$ solves and $\|\tilde{u}\|_{s} \lesssim$ $\|f\|_{L^{2}(\Omega)}$. Consequently, $r$ satisfies (4.6). This proves that $\mathcal{S}$ is Fréchet differentiable.

The second order Fréchet differentiability of $\mathcal{S}$ follows similar considerations. The fact that $\mathfrak{z}$ solves the problem (4.5) follows from the arguments in [41, Theorem 4.24(ii)]. Note that the problem (4.5) is well posed because $-w_{2} z_{w_{1}}-w_{1} z_{w_{2}} \in L^{2}(\Omega) . \square$

In order to provide first order optimality conditions, we introduce the reduced cost functional $j: \mathcal{Q} \rightarrow \mathbb{R}$ by $j(q)=J(\mathcal{S} q, q)$ and present the following basic result: If $\bar{q} \in \mathbb{Q}_{\text {ad }}$ denotes a locally optimal control for (4.1)-(4.2), then [41, Lemma 4.18]

$$
\begin{equation*}
j^{\prime}(\bar{q})(q-\bar{q}) \geq 0 \quad \forall q \in \mathbb{Q}_{a d} \tag{4.7}
\end{equation*}
$$

In (4.7), $j^{\prime}(\bar{q})$ denotes the Gateâux derivative of $j$ at $\bar{q}$. To investigate (4.7), we introduce the adjoint variable $p \in \tilde{H}^{s}(\Omega)$ as the unique solution to the adjoint equation

$$
\begin{equation*}
\mathcal{A}(v, p)+(q p, v)_{L^{2}(\Omega)}=\left(u-u_{\Omega}, v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{4.8}
\end{equation*}
$$

Here, $u=\mathcal{S} q$. The well-posedness of (4.8) follows from the Lax-Milgram lemma. In particular, we have the stability bound $\|p\|_{s} \lesssim\|f\|_{L^{2}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{2}(\Omega)}$.

We now have all the ingredients to present first order optimality conditions.
THEOREM 4.3 (first order necessary optimality conditions). Every locally optimal control $\bar{q} \in \mathbb{Q}_{\text {ad }}$ for problem (4.1)-(4.2) satisfies the variational inequality

$$
\begin{equation*}
(\lambda \bar{q}-\bar{u} \bar{p}, q-\bar{q})_{L^{2}(\Omega)} \geq 0 \quad \forall q \in \mathbb{Q}_{a d} \tag{4.9}
\end{equation*}
$$

where $\bar{p} \in \tilde{H}^{s}(\Omega)$ solves (4.8) with $q$ and $u$ replaced by $\bar{q}$ and $\bar{u}=\mathcal{S} \bar{q}$, respectively.
Proof. We begin the proof with simple calculations that show that the variational inequality (4.7) can be rewritten as follows:

$$
\begin{equation*}
\left(\bar{u}-u_{\Omega}, \mathcal{S}^{\prime}(\bar{q})(q-\bar{q})\right)_{L^{2}(\Omega)}+\lambda(\bar{q}, q-\bar{q})_{L^{2}(\Omega)} \geq 0 \quad \forall q \in \mathbb{Q}_{a d} \tag{4.10}
\end{equation*}
$$

where $\bar{u}=\mathcal{S} \bar{q}$. Since the second term on the left-hand side of (4.10) is already contained in the desired inequality (4.9), we thus concentrate on the first term. Define $z:=\mathcal{S}^{\prime}(\bar{q})(q-\bar{q})$ and observe that $z$ solves problem (4.4) with $q$ replaced by $\bar{q}$ and $w=q-\bar{q}$. Setting $v=\bar{p}$ in this problem yields

$$
\begin{equation*}
\mathcal{A}(z, \bar{p})+(\bar{q} z, \bar{p})_{L^{2}(\Omega)}=-((q-\bar{q}) \bar{u}, \bar{p})_{L^{2}(\Omega)}, \tag{4.11}
\end{equation*}
$$

where $\bar{u}=\mathcal{S} \bar{q}$. On the other hand, we set $v=z$ as a test function in (4.8) to obtain

$$
\begin{equation*}
\mathcal{A}(z, \bar{p})+(\bar{q} \bar{p}, z)_{L^{2}(\Omega)}=\left(\bar{u}-u_{\Omega}, z\right)_{L^{2}(\Omega)} \tag{4.12}
\end{equation*}
$$

The desired variational inequality (4.9) thus follows from (4.10), (4.11), and (4.12). $\mathrm{\square}$
The following formula is essential for the derivation of regularity estimates: If $\bar{q}$ is a locally optimal control for the problem (4.1)-(4.2), then [41, section 4.6.1]

$$
\begin{equation*}
\bar{q}(x):=\Pi_{[a, b]}\left(\lambda^{-1} \bar{u}(x) \bar{p}(x)\right) \text { a.e. } x \in \Omega \tag{4.13}
\end{equation*}
$$

where $\Pi_{[a, b]}: L^{1}(\Omega) \rightarrow \mathbb{Q}_{a d}$ is defined by $\Pi_{[a, b]}(v):=\min \{b, \max \{v, a\}\}$ a.e. in $\Omega$.
We conclude this section with a regularity result for an optimal control variable, which will be important for the analysis of the schemes in $\S 5$. To present it, we define

$$
\begin{equation*}
\Lambda\left(f, u_{\Omega}\right):=\|f\|_{L^{2}(\Omega)}\left(\|f\|_{L^{r}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{r}(\Omega)}\right)+\|f\|_{L^{r}(\Omega)}\left\|u_{\Omega}\right\|_{L^{2}(\Omega)} \tag{4.14}
\end{equation*}
$$

Theorem 4.4 (regularity of $\bar{q})$. Let $s \in(0,1)$ and $r>d / 2 s$. Let $\bar{q}$ be a locally optimal control for (4.1)-(4.2). If $f, u_{\Omega} \in L^{2}(\Omega) \cap L^{r}(\Omega)$, then $\bar{q} \in H^{s+\kappa-\varepsilon}(\Omega)$ for all $0<\varepsilon<s$, where $\kappa=\frac{1}{2}$ for $\frac{1}{2}<s<1$ and $\kappa=s-\varepsilon$ for $0<s \leq \frac{1}{2}$. In addition,

$$
\begin{equation*}
\|\bar{q}\|_{H^{s+\kappa-\varepsilon}(\Omega)} \leq C \varepsilon^{-\nu}\left(1+\Lambda\left(f, u_{\Omega}\right)\right) \tag{4.15}
\end{equation*}
$$

where $\nu$ is as in the statement of Theorem 3.1.
Proof. Let $\bar{u}=\mathcal{S} \bar{q}$ and let $\bar{p}$ be the solution to (4.8) with $u$ and $q$ replaced by $\bar{u}$ and $\bar{q}$, respectively. Since $f, u_{\Omega} \in L^{2}(\Omega)$, an application of Theorem 3.1 immediately shows that $\bar{u}$ and $\bar{p}$ belong to $H^{s+\kappa-\varepsilon}(\Omega)$, for all $0<\varepsilon<s$, where $\kappa$ is as in the statement of the theorem. On the other hand, since $f \in L^{r}(\Omega)$, for some $r>d / 2 s$, we can conclude from the results of Theorem 3.2 that $\bar{u} \in L^{\infty}(\Omega)$. Note that, in particular, $\bar{u} \in L^{r}(\Omega)$, for some $r>d / 2 s$. Consequently, $\bar{u}-u_{\Omega} \in L^{r}(\Omega)$. We can therefore again refer to Theorem 3.2 to conclude that $\bar{p} \in L^{\infty}(\Omega)$. Observe that we have obtained that $\bar{u}, \bar{p} \in H^{s+\kappa-\varepsilon}(\Omega) \cap L^{\infty}(\Omega)$. This, in light of the continuity of the product property stated in Lemma 2.1, allows us to conclude that $\bar{u} \bar{p}$ belongs to $H^{s+\kappa-\varepsilon}(\Omega) \cap L^{\infty}(\Omega)$ together with the bound [8, estimate $\left.(25)\right]\|\bar{u} \bar{p}\|_{H^{s+\kappa-\varepsilon}(\Omega)} \lesssim$ $C \varepsilon^{-\nu} \Lambda\left(f, u_{\Omega}\right)$. The desired regularity property for $\bar{q}$ and the estimate (4.15) follow from the projection formula (4.13), the fact that $\max \{0, \mathfrak{r}\}=(\mathfrak{r}+|\mathfrak{r}|) / 2$ for all $\mathfrak{r} \in \mathbb{R}$, and [35, Theorem 1], which applies because $s+\kappa-\varepsilon=s+\frac{1}{2}-\varepsilon<\frac{3}{2}$ if $\frac{1}{2}<s<1$ and $s+\kappa-\varepsilon=2 s-2 \varepsilon \leq 1-2 \varepsilon<\frac{3}{2}$ if $0<s \leq \frac{1}{2}$. This concludes the proof.
4.3. Second order optimality conditions. In this section we formulate necessary and sufficient second order optimality conditions.
4.3.1. Auxiliary results. We begin our studies with the following result.

Theorem 4.5 ( $j$ is of class $C^{2}$ and $j^{\prime \prime}$ is Lipschitz). The reduced cost functional $j: \mathbb{Q}_{\text {ad }} \subset \mathcal{Q} \rightarrow \mathbb{R}$ is of class $C^{2}$. Moreover, for every $q \in \mathbb{Q}_{\text {ad }}$ and $w \in L^{\infty}(\Omega)$, we have

$$
\begin{equation*}
j^{\prime \prime}(q) w^{2}=\lambda\|w\|_{L^{2}(\Omega)}^{2}-2(w z, p)_{L^{2}(\Omega)}+\|z\|_{L^{2}(\Omega)}^{2} \tag{4.16}
\end{equation*}
$$

where $p$ solves (4.8) and $z=\mathcal{S}^{\prime}(q) w$. If, in addition, we assume that $f, u_{\Omega} \in L^{r}(\Omega)$, with $r>d / 2 s$, then, for $q_{1}, q_{2} \in \mathbb{Q}_{\text {ad }}$ and $w \in L^{\infty}(\Omega)$, we have

$$
\begin{equation*}
\left|j^{\prime \prime}\left(q_{1}\right) w^{2}-j^{\prime \prime}\left(q_{2}\right) w^{2}\right| \lesssim\|w\|_{L^{2}(\Omega)}^{2}\left\|q_{1}-q_{2}\right\|_{L^{r}(\Omega)} \tag{4.17}
\end{equation*}
$$

Proof. The fact that $j$ is of class $C^{2}$ is a direct consequence of the differentiability properties of the control to state map $\mathcal{S}$ given in Theorem 4.2. It is therefore sufficient to derive the identity (4.16) and the inequality (4.17). To accomplish this task, we proceed in two steps.

Step 1. We first obtain (4.16). We begin with simple calculations showing that for every $q \in \mathbb{Q}_{a d}$ and $w \in L^{\infty}(\Omega)$ we have

$$
\begin{equation*}
j^{\prime \prime}(q) w^{2}=\lambda\|w\|_{L^{2}(\Omega)}^{2}+\left(u-u_{\Omega}, \mathfrak{z}\right)_{L^{2}(\Omega)}+\|z\|_{L^{2}(\Omega)}^{2} \tag{4.18}
\end{equation*}
$$

where $z, \mathfrak{z} \in \tilde{H}^{s}(\Omega)$ are as in the statement of Theorem 4.2 with $w_{1}=w_{2}=w$ and $z_{w}=z$. To obtain the desired identity (4.16), we proceed as follows. We set $v=\mathfrak{z}$ in (4.8) and $v=p$ in (4.5). This results in the relation $\left(u-u_{\Omega}, \mathfrak{z}\right)_{L^{2}(\Omega)}=-2(w z, p)_{L^{2}(\Omega)}$. Substituting this identity into (4.18), we obtain (4.16).

Step 2. We now prove (4.17). Let $q_{1}, q_{2} \in \mathbb{Q}_{\text {ad }}$ and $w \in L^{\infty}(\Omega)$. Define $z_{1}=$ $\mathcal{S}^{\prime}\left(q_{1}\right) w$ and $z_{2}=\mathcal{S}^{\prime}\left(q_{2}\right) w$. Note that $z_{1}$ and $z_{2}$ solve (4.4) with $u_{1}:=\mathcal{S} q_{1}$ and
$u_{2}:=\mathcal{S} q_{2}$, respectively. We now use the derived identity (4.16) to obtain

$$
\begin{align*}
j^{\prime \prime}\left(q_{1}\right) w^{2}-j^{\prime \prime}\left(q_{2}\right) w^{2}=2\left(w\left[z_{2}-z_{1}\right]\right. & \left., p_{2}\right)_{L^{2}(\Omega)}+2\left(w z_{1}, p_{2}-p_{1}\right)_{L^{2}(\Omega)}  \tag{4.19}\\
& +\left(z_{1}-z_{2}, z_{1}+z_{2}\right)_{L^{2}(\Omega)}=: \mathbf{I}+\mathbf{I I}+\mathbf{I I I},
\end{align*}
$$

where $p_{i} \in \tilde{H}^{s}(\Omega)$ is the solution of (4.8) where $u$ and $q$ are replaced by $u_{i}$ and $q_{i}$, respectively $(i \in\{1,2\})$. In the following, I, II, and III are estimated separately.

We start with the estimation of $\mathbf{I}$. In light of Theorem 3.2, the fact that $f, u_{\Omega} \in$ $L^{r}(\Omega)$, for $r>d / 2 s$, yields the following bounds

$$
\begin{equation*}
\left\|u_{2}\right\|_{L^{\infty}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}, \quad\left\|p_{2}\right\|_{L^{\infty}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{r}(\Omega)} \tag{4.20}
\end{equation*}
$$

Consequently, $\mathbf{I} \lesssim\|w\|_{L^{2}(\Omega)}\left\|z_{2}-z_{1}\right\|_{L^{2}(\Omega)}$, with a hidden constant that depends on $\|f\|_{L^{r}(\Omega)}$ and $\left\|u_{\Omega}\right\|_{L^{r}(\Omega)}$. To bound $\left\|z_{2}-z_{1}\right\|_{L^{2}(\Omega)}$, we observe that $z_{2}-z_{1}$ solves

$$
\mathcal{A}\left(z_{2}-z_{1}, v\right)+\left(q_{2}\left(z_{2}-z_{1}\right), v\right)_{L^{2}(\Omega)}=\left(z_{1}\left[q_{1}-q_{2}\right]-w\left[u_{2}-u_{1}\right], v\right)_{L^{2}(\Omega)}
$$

for all $v \in \tilde{H}^{s}(\Omega)$. A stability estimate for this problem in conjunction with Hölder's inequality and Lemma 2.2 allows us to obtain that

$$
\begin{equation*}
\left\|z_{2}-z_{1}\right\|_{s} \lesssim\left\|z_{1}\right\|_{L^{\frac{2 d}{d-2 s}}(\Omega)}\left\|q_{1}-q_{2}\right\|_{L^{r}(\Omega)}+\|w\|_{L^{2}(\Omega)}\left\|u_{2}-u_{1}\right\|_{L^{\infty}(\Omega)} \tag{4.21}
\end{equation*}
$$

An estimate for the term $\left\|z_{1}\right\|_{L^{2 d /(d-2 s)}(\Omega)}$ follows directly from the well-posedness of problem (4.4) and the Sobolev embedding of Lemma 2.2. In fact, we have

$$
\begin{equation*}
\left\|z_{1}\right\|_{L^{\frac{2 d}{d-2 s}}(\Omega)} \lesssim\left\|z_{1}\right\|_{s} \lesssim\|w\|_{L^{2}(\Omega)}\left\|u_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\|w\|_{L^{2}(\Omega)}\|f\|_{L^{r}(\Omega)} \tag{4.22}
\end{equation*}
$$

On the other hand, we notice that $u_{2}-u_{1} \in \tilde{H}^{s}(\Omega)$ solves the following problem:

$$
\mathcal{A}\left(u_{2}-u_{1}, v\right)+\left(q_{2}\left(u_{2}-u_{1}\right), v\right)_{L^{2}(\Omega)}=\left(u_{1}\left[q_{1}-q_{2}\right], v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)
$$

Since $u_{1}\left(q_{1}-q_{2}\right) \in L^{r}(\Omega)$, an application of the results of Theorem 3.2 reveals that $\left\|u_{2}-u_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\left\|u_{1}\right\|_{L^{\infty}(\Omega)}\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)}$. Replacing the estimates obtained for $\left\|z_{1}\right\|_{L^{2 d /(d-2 s)}(\Omega)}$ and $\left\|u_{2}-u_{1}\right\|_{L^{\infty}(\Omega)}$ into (4.21) yields $\left\|z_{2}-z_{1}\right\|_{s} \lesssim\|f\|_{L^{r}(\Omega)}\|w\|_{L^{2}(\Omega)}\left\|q_{1}-q_{2}\right\|_{L^{r}(\Omega)}$. From this, we can conclude that
(4.23) $\mathbf{I} \lesssim\|w\|_{L^{2}(\Omega)}\left\|z_{2}-z_{1}\right\|_{L^{2}(\Omega)} \lesssim\|w\|_{L^{2}(\Omega)}\left\|z_{2}-z_{1}\right\|_{s} \lesssim\|w\|_{L^{2}(\Omega)}^{2}\left\|q_{1}-q_{2}\right\|_{L^{r}(\Omega)}$,
with a hidden constant that depends on $\|f\|_{L^{r}(\Omega)}$ and $\left\|u_{\Omega}\right\|_{L^{r}(\Omega)}$.
We now control the term II. To accomplish this task, we utilize Hölder's inequality and (4.22) to obtain II $\lesssim\|w\|_{L^{2}(\Omega)}\left\|z_{1}\right\|_{L^{2}(\Omega)}\left\|p_{2}-p_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\|w\|_{L^{2}(\Omega)}^{2}\left\|p_{2}-p_{1}\right\|_{L^{\infty}(\Omega)}$. We now bound the term $\left\|p_{2}-p_{1}\right\|_{L^{\infty}(\Omega)}$ based on the fact that $p_{2}-p_{1}$ solves

$$
\mathcal{A}\left(v, p_{2}-p_{1}\right)+\left(q_{2}\left(p_{2}-p_{1}\right), v\right)_{L^{2}(\Omega)}=\left(\left[u_{2}-u_{1}\right]+p_{1}\left[q_{1}-q_{2}\right], v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)
$$

Since the right-hand side of the previous weak formulation belongs to $L^{r}(\Omega)$, Theorem 3.2 immediately implies that $p_{2}-p_{1} \in \tilde{H}^{s}(\Omega) \cap L^{\infty}(\Omega)$ together with the estimate

$$
\left\|p_{2}-p_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\left\|u_{2}-u_{1}\right\|_{L^{\infty}(\Omega)}+\left\|p_{1}\right\|_{L^{\infty}(\Omega)}\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)}
$$

We thus obtain, in view of $\left\|u_{2}-u_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)}$ and an analogue of (4.20) for $\left\|p_{1}\right\|_{L^{\infty}(\Omega)}$, that $\left\|p_{2}-p_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)}$. Consequently,

$$
\begin{equation*}
\mathbf{I I} \lesssim\|w\|_{L^{2}(\Omega)}^{2}\left\|p_{2}-p_{1}\right\|_{L^{\infty}(\Omega)} \lesssim\|w\|_{L^{2}(\Omega)}^{2}\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)} \tag{4.24}
\end{equation*}
$$

Finally, we control III. To do this, we invoke the bound (4.22), an analogue of (4.22) for $z_{2}$, and $\left\|z_{2}-z_{1}\right\|_{s} \lesssim\|w\|_{L^{2}(\Omega)}\left\|q_{1}-q_{2}\right\|_{L^{r}(\Omega)}$. These arguments yield

$$
\begin{align*}
\mathbf{I I I} & \lesssim\left\|z_{2}-z_{1}\right\|_{L^{2}(\Omega)}\left(\left\|z_{1}\right\|_{L^{2}(\Omega)}+\left\|z_{2}\right\|_{L^{2}(\Omega)}\right)  \tag{4.25}\\
& \lesssim\left\|z_{2}-z_{1}\right\|_{s}\|w\|_{L^{2}(\Omega)} \lesssim\|w\|_{L^{2}(\Omega)}^{2}\left\|q_{2}-q_{1}\right\|_{L^{r}(\Omega)}
\end{align*}
$$

We conclude (4.17) by replacing (4.23), (4.24), and (4.25) into (4.19).
4.3.2. Second order necessary optimality conditions. Let $(\bar{u}, \bar{p}, \bar{q}) \in \tilde{H}^{s}(\Omega) \times$ $\tilde{H}^{s}(\Omega) \times \mathbb{Q}_{\text {ad }}$ satisfy the first order optimality conditions (4.2), (4.8), and (4.9). Define $\overline{\mathfrak{d}}:=\lambda \bar{q}-\bar{u} \bar{p}$. The variational inequality (4.9) immediately yields, for a.e. $x \in \Omega$,

$$
\begin{equation*}
\overline{\mathfrak{d}}(x)=0 \text { if } a<\bar{q}(x)<b, \quad \overline{\mathfrak{d}}(x) \geq 0 \text { if } \bar{q}(x)=a, \quad \overline{\mathfrak{d}}(x) \leq 0 \text { if } \bar{q}(x)=b \tag{4.26}
\end{equation*}
$$

In order to formulate second order conditions, we introduce the following cone of critical directions inspired by [13, definition (2.7)] and [10, Section 6, page 20]:

$$
\begin{equation*}
C_{\bar{q}}:=\left\{w \in L^{2}(\Omega) \text { satisfying (4.28) and } w(x)=0 \text { if } \overline{\mathfrak{d}}(x) \neq 0\right\} \tag{4.27}
\end{equation*}
$$

where condition (4.28) reads as follows:

$$
\begin{equation*}
w(x) \geq 0 \text { a.e. } x \in \Omega \text { if } \bar{q}(x)=a, \quad w(x) \leq 0 \text { a.e. } x \in \Omega \text { if } \bar{q}(x)=b \tag{4.28}
\end{equation*}
$$

In the following, we review the arguments developed in the proof of [10, Theorem 23] and present second order necessary optimality conditions.

Theorem 4.6 (second order necessary optimality conditions). If $\bar{q} \in \mathbb{Q}_{a d} d e$ notes a locally optimal control for (4.1)-(4.2), then $j^{\prime \prime}(\bar{q}) w^{2} \geq 0$ for all $w \in C_{\bar{q}}$.

Proof. Let $w \in C_{\bar{q}}$. Define, for every $k \in \mathbb{N}$ and for a.e. $x \in \Omega$, the function

$$
w_{k}(x):=\left\{\begin{array}{cl}
0 & \text { if } \quad x: a<\bar{q}(x)<a+k^{-1}, \quad b-k^{-1}<\bar{q}(x)<b, \\
\Pi_{[-k, k]}(w(x)) & \text { otherwise } .
\end{array}\right.
$$

Since $w \in C_{\bar{q}}$, it is immediate that $w_{k} \in C_{\bar{q}} \cap L^{\infty}(\Omega)$. On the other hand, we have that $w_{k}(x) \rightarrow w(x)$ as $k \uparrow \infty$ for a.e. $x \in \Omega$ and that $\left|w_{k}(x)\right| \leq|w(x)|$ for a.e. $x \in \Omega$. Consequently, $w_{k} \rightarrow w$ in $L^{2}(\Omega)$ as $k \uparrow \infty$. We now note that, for $\rho$ sufficiently small, or more precisely, for $\rho \in\left(0, k^{-2}\right], \bar{q}+\rho w_{k}$ belongs to $\mathbb{Q}_{\text {ad }}$ for every $k \in \mathbb{N}$. Since $\bar{q}+\rho w_{k}$ is thus admissible, we rely on the fact that $\bar{q}$ is a local minimizer to arrive at the basic inequality $j(\bar{q}) \leq j\left(\bar{q}+\rho w_{k}\right)$ when $\rho$ is sufficiently small. We now use the relation $j^{\prime}(\bar{q}) w_{k}=0$, which follows from the fact that $w_{k} \in C_{\bar{q}}$, and Taylor's theorem for $j$ at $\bar{q}$ to obtain that, for $\rho$ sufficiently small,

$$
0 \leq j\left(\bar{q}+\rho w_{k}\right)-j(\bar{q})=\rho j^{\prime}(\bar{q}) w_{k}+\frac{\rho^{2}}{2} j^{\prime \prime}\left(\bar{q}+\rho \theta_{k} w_{k}\right) w_{k}^{2}=\frac{\rho^{2}}{2} j^{\prime \prime}\left(\bar{q}+\rho \theta_{k} w_{k}\right) w_{k}^{2}
$$

with $\theta_{k} \in(0,1)$. We now let $\rho \downarrow 0$ to obtain, on the basis of the estimate (4.17),

$$
\left|j^{\prime \prime}\left(\bar{q}+\rho \theta_{k} w_{k}\right) w_{k}^{2}-j^{\prime \prime}(\bar{q}) w_{k}^{2}\right| \lesssim\left\|w_{k}\right\|_{L^{2}(\Omega)}^{2} \rho \theta_{k}\left\|w_{k}\right\|_{L^{r}(\Omega)} \rightarrow 0, \quad \rho \downarrow 0
$$

which implies that $j^{\prime \prime}(\bar{q}) w_{k}^{2} \geq 0$ for every $k \in \mathbb{N}$. Let us now invoke the convergence property $w_{k} \rightarrow w$ in $L^{2}(\Omega)$ as $k \uparrow \infty$ and (4.16) to conclude that $j^{\prime \prime}(\bar{q}) w^{2} \geq 0$; see the proof of Theorem 4.7 below for further details. This concludes the proof.
4.3.3. Second order sufficient optimality conditions. In this section, we follow the arguments elaborated in the proof of [12, Theorem 2.3] and [10, Theorem 23 ] and prove a sufficient second order optimality condition with a minimal gap with respect to the necessary condition derived in Theorem 4.6.

THEOREM 4.7 (second order sufficient optimality conditions). Let $(\bar{u}, \bar{p}, \bar{q}) \in$ $\tilde{H}^{s}(\Omega) \times \tilde{H}^{s}(\Omega) \times \mathbb{Q}_{\text {ad }}$ satisfy the first order optimality conditions (4.2), (4.8), and (4.9). If $j^{\prime \prime}(\bar{q}) w^{2}>0$ for all $w \in C_{\bar{q}} \backslash\{0\}$, then there exist $\delta>0$ and $\sigma>0$ such that

$$
j(q) \geq j(\bar{q})+\frac{\delta}{2}\|q-\bar{q}\|_{L^{2}(\Omega)}^{2} \quad \forall q \in \mathbb{Q}_{a d}:\|q-\bar{q}\|_{L^{2}(\Omega)} \leq \sigma
$$

In particular, $\bar{q}$ is a locally optimal control in the sense of $L^{2}(\Omega)$.
Proof. We proceed by contradiction and assume that for every natural number $k$ there exists an element $q_{k} \in \mathbb{Q}$ ad such that

$$
\begin{equation*}
\left\|\bar{q}-q_{k}\right\|_{L^{2}(\Omega)}<k^{-1}, \quad j\left(q_{k}\right)<j(\bar{q})+(2 k)^{-1}\left\|\bar{q}-q_{k}\right\|_{L^{2}(\Omega)}^{2} \tag{4.29}
\end{equation*}
$$

Let us introduce, for $k \in \mathbb{N}, \rho_{k}:=\left\|\bar{q}-q_{k}\right\|_{L^{2}(\Omega)}$ and $w_{k}:=\rho_{k}^{-1}\left(q_{k}-\bar{q}\right)$. Note that, for every $k \in \mathbb{N},\left\|w_{k}\right\|_{L^{2}(\Omega)}=1$. We can therefore assume, taking a subsequence if necessary, that $w_{k} \rightharpoonup w$ in $L^{2}(\Omega)$ as $k \uparrow \infty$. We now prove that the limit point $w$ belongs to the cone $C_{\bar{q}}$ and then that $w \equiv 0$. We proceed in three steps.

Step 1. $w \in C_{\bar{q}}$. We first note that the set of elements satisfying (4.28) is closed and convex in $L^{2}(\Omega)$; it is thus weakly sequentially closed and therefore $w$ also satisfies (4.28). To verify the remaining condition in (4.27), we apply the mean value theorem and the estimate of the right-hand side in (4.29) to obtain

$$
\begin{equation*}
j^{\prime}\left(\tilde{q}_{k}\right) w_{k}=\rho_{k}^{-1}\left(j\left(q_{k}\right)-j(\bar{q})\right)<\rho_{k}(2 k)^{-1} \rightarrow 0, \quad k \uparrow \infty \tag{4.30}
\end{equation*}
$$

where $\tilde{q}_{k}=\bar{q}+\theta_{k}\left(q_{k}-\bar{q}\right)$ and $\theta_{k} \in(0,1)$. Define $\tilde{u}_{k}:=\mathcal{S} \tilde{q}_{k}$ and $\tilde{p}_{k}$ as the unique solution to (4.8) with $u$ and $q$ replaced by $\tilde{u}_{k}$ and $\tilde{q}_{k}$, respectively. Since $\tilde{q}_{k} \rightarrow \bar{q}$ in $L^{2}(\Omega)$ as $k \uparrow \infty$, a basic stability bound for the problem that $\bar{u}-\tilde{u}_{k}$ solves shows that $\tilde{u}_{k} \rightarrow \bar{u}$ in $\tilde{H}^{s}(\Omega)$ as $k \uparrow \infty$. With this convergence property at hand, a similar argument yields $\tilde{p}_{k} \rightarrow \bar{p}$ in $\tilde{H}^{s}(\Omega)$ as $k \uparrow \infty$. In particular, $\tilde{p}_{k} \rightarrow \bar{p}$ in $L^{2}(\Omega)$ as $k \uparrow \infty$. We can thus conclude that $\lambda \tilde{q}_{k}-\tilde{u}_{k} \tilde{p}_{k}=: \tilde{\mathfrak{d}}_{k} \rightarrow \overline{\mathfrak{d}}=\lambda \bar{q}-\bar{u} \bar{p}$ in $L^{2}(\Omega)$ as $k \uparrow \infty$, upon using that $\left\{\tilde{u}_{k}\right\}_{k \in \mathbb{N}}$ and $\left\{\tilde{p}_{k}\right\}_{k \in \mathbb{N}}$ are uniformly bounded in $L^{\infty}(\Omega)$. We now invoke the weak convergence $w_{k} \rightharpoonup w$ in $L^{2}(\Omega)$ as $k \uparrow \infty$ and (4.30) to deduce that

$$
j^{\prime}(\bar{q}) w=\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x=\lim _{k \uparrow \infty} \int_{\Omega} \tilde{\mathfrak{d}}_{k}(x) w_{k}(x) \mathrm{d} x=\lim _{k \uparrow \infty} j^{\prime}\left(\tilde{q}_{k}\right) w_{k} \leq 0 .
$$

On the other hand, from (4.9) we have $j^{\prime}(\bar{q}) w=\lim _{k \uparrow \infty} \int_{\Omega} \overline{\mathfrak{d}}(x) w_{k}(x) \mathrm{d} x \geq 0$. Consequently, $\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x=0$. Since $w$ satisfies the condition (4.28) and $\overline{\mathfrak{d}}$ satisfies the condition (4.26), we infer that $\int_{\Omega}|\overline{\mathfrak{d}}(x) w(x)| \mathrm{d} x=\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x=0$. This proves that, a.e. in $\Omega, \overline{\mathfrak{d}} \neq 0$ implies that $w=0$. Consequently, $w \in C_{\bar{q}}$.

Step 2. $w \equiv 0$. With the help of Taylor's theorem, the basic inequality $j^{\prime}(\bar{q})\left(q_{k}-\right.$ $\bar{q}) \geq 0$, and the estimate of the right-hand side in (4.29) we arrive at

$$
\frac{\rho_{k}^{2}}{2} j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}=j\left(q_{k}\right)-j(\bar{q})-j^{\prime}(\bar{q})\left(q_{k}-\bar{q}\right) \leq j\left(q_{k}\right)-j(\bar{q})<\rho_{k}^{2}(2 k)^{-1}, \quad k \in \mathbb{N},
$$

where $\hat{q}_{k}:=\bar{q}+\hat{\theta}_{k}\left(q_{k}-\bar{q}\right)$ and $\hat{\theta}_{k} \in(0,1)$. Thus, $j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}<k^{-1} \rightarrow 0$ as $k \uparrow \infty$.

We now show that $j^{\prime \prime}(\bar{q}) w^{2} \leq \liminf _{k \uparrow \infty} j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}$. As a first step, we invoke the characterization (4.16) to write

$$
j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}=\lambda\left\|w_{k}\right\|_{L^{2}(\Omega)}^{2}-2\left(w_{k} \hat{z}_{k}, \hat{p}_{k}\right)_{L^{2}(\Omega)}+\left\|\hat{z}_{k}\right\|_{L^{2}(\Omega)}^{2}
$$

Here, $\hat{p}_{k}$ denotes the solution to (4.8) with $q$ and $u$ replaced by $\hat{q}_{k}$ and $\hat{u}_{k}:=\mathcal{S} \hat{q}_{k}$, respectively, and $\hat{z}_{k}$ solves (4.4) with $q, w$, and $u$ replaced by $\hat{q}_{k}, w_{k}$, and $\hat{u}_{k}$, respectively. We note that $\left\{\hat{u}_{k}\right\}_{k \in \mathbb{N}}$ and $\left\{\hat{p}_{k}\right\}_{k \in \mathbb{N}}$ are uniformly bounded in $L^{\infty}(\Omega)$. In fact, for $k \in \mathbb{N}$, it holds that $\left\|\hat{u}_{k}\right\|_{L^{\infty}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}$ and $\left\|\hat{p}_{k}\right\|_{L^{\infty}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{r}(\Omega)}$. With the available estimates, we can therefore derive

$$
\left\|\bar{u}-\hat{u}_{k}\right\|_{s}+\left\|\bar{p}-\hat{p}_{k}\right\|_{s} \lesssim\left(\|f\|_{L^{r}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{r}(\Omega)}\right)\left\|\bar{q}-\hat{q}_{k}\right\|_{L^{2}(\Omega)} \rightarrow 0, \quad k \uparrow \infty
$$

upon using basic stability bounds for the problems that $\bar{u}-\hat{u}_{k}$ and $\bar{p}-\hat{p}_{k}$ solve.
Let $z$ solve (4.4), where $q$ and $u$ are replaced by $\bar{q}$ and $\bar{u}$, respectively. We now investigate the convergence of $\left\{\hat{z}_{k}\right\}_{k \in \mathbb{N}}$. First, we write the problem that $z-\hat{z}_{k}$ solves

$$
\begin{aligned}
& A\left(z-\hat{z}_{k}, v\right)+\left(\bar{q}\left(z-\hat{z}_{k}\right), v\right)_{L^{2}(\Omega)}=-\left(\left(w-w_{k}\right) \bar{u}, v\right)_{L^{2}(\Omega)} \\
& \quad+\left(w_{k}\left(\hat{u}_{k}-\bar{u}\right), v\right)_{L^{2}(\Omega)}+\left(\left(\hat{q}_{k}-\bar{q}\right) \hat{z}_{k}, v\right)_{L^{2}(\Omega)}=: \mathrm{I}_{k}+\mathrm{II}_{k}+\mathrm{III}_{k} \quad \forall v \in \tilde{H}^{s}(\Omega)
\end{aligned}
$$

Since $\bar{u} \in L^{\infty}(\Omega)$ and $w_{k} \rightharpoonup w$ in $L^{2}(\Omega)$ as $k \uparrow \infty$, it is immediate that $\left|\mathrm{I}_{k}\right| \rightarrow 0$. To analyze the convergence of $\mathrm{II}_{k}$, we observe that, for every $\tau \in(2, \infty)$, we have

$$
\begin{equation*}
\left\|\bar{u}-\hat{u}_{k}\right\|_{L^{\tau}(\Omega)}^{\tau} \leq\left\|\bar{u}-\left.\hat{u}_{k}\right|^{\tau-2}\right\|_{L^{\infty}(\Omega)}\left\|\bar{u}-\hat{u}_{k}\right\|_{L^{2}(\Omega)}^{2} \lesssim\|f\|_{L^{r}(\Omega)}^{\tau-2}\left\|\bar{u}-\hat{u}_{k}\right\|_{L^{2}(\Omega)}^{2} \rightarrow 0 \tag{4.31}
\end{equation*}
$$

as $k \uparrow \infty$, exploiting the fact that $\left\{\hat{u}_{k}\right\}_{k \in \mathbb{N}}$ is uniformly bounded in $L^{\infty}(\Omega)$ and the bound of Theorem 3.2. With this result at hand, we control the term $\mathrm{II}_{k}$ as follows:

$$
\left|\mathrm{II}_{k}\right| \leq\left\|w_{k}\right\|_{L^{2}(\Omega)}\left\|\bar{u}-\hat{u}_{k}\right\|_{L^{\tau}(\Omega)}\|v\|_{L^{\mu}(\Omega)}, \quad 2^{-1}+\tau^{-1}+\mu^{-1}=1
$$

Set $\mu=2 d /(d-2 s)$ (see Lemma 2.2) and note that $\mu>2$. Since $\hat{u}_{k} \rightarrow \bar{u}$ in $L^{\tau}(\Omega)$ for every $\tau \in(2, \infty)$, we can thus conclude that $\left|\mathrm{II}_{k}\right| \rightarrow 0$ as $k \uparrow \infty$. We now analyze the convergence of $\mathrm{III}_{k}$. First, we note that a stability bound for the problem that $\hat{z}_{k}$ solves, namely $\left\|\hat{z}_{k}\right\|_{s} \lesssim\|f\|_{L^{r}(\Omega)}$, for every $k \in \mathbb{N}$, yields

$$
\left\|\hat{z}_{k}\right\|_{L^{t}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}, \quad k \in \mathbb{N}, \quad t \in\left[1, \frac{2 d}{d-2 s}\right]
$$

Second, as in (4.31), $\hat{q}_{k} \rightarrow \bar{q}$ in $L^{2}(\Omega)$ as $k \uparrow \infty$ combined with the fact that $\left\{\hat{q}_{k}\right\}$ is uniformly bounded in $L^{\infty}(\Omega)$ allows us to obtain that $\hat{q}_{k} \rightarrow \bar{q}$ in $L^{\tau}(\Omega)$ for every $\tau \in(2, \infty)$. A simple application of Hölder's inequality thus shows that

$$
\left|\operatorname{III}_{k}\right| \leq\left\|\hat{z}_{k}\right\|_{L^{t}(\Omega)}\left\|\hat{q}_{k}-\bar{q}\right\|_{L^{\tau}(\Omega)}\|v\|_{L^{\mu}(\Omega)}, \quad t^{-1}+\tau^{-1}+\mu^{-1}=1
$$

Since $\hat{q}_{k} \rightarrow \bar{q}$ in $L^{\tau}(\Omega)$, for every $\tau<\infty$, we conclude that $\left|I I I_{k}\right| \rightarrow 0$ as $k \uparrow \infty$. We have therefore proved that $\left|\mathrm{I}_{k}\right|,\left|\mathrm{II}_{k}\right|,\left|\mathrm{III}_{k}\right| \rightarrow 0$ as $k \uparrow \infty$. Consequently, $\hat{z}_{k} \rightharpoonup z$ in $\tilde{H}^{s}(\Omega)$. In view of Lemma 2.2, this results in

$$
\begin{equation*}
\hat{z}_{k} \rightarrow z \text { in } L^{\sigma}(\Omega), \quad \sigma<2 d /(d-2 s) \Longrightarrow\left\|\hat{z}_{k}\right\|_{L^{2}(\Omega)}^{2} \rightarrow\|z\|_{L^{2}(\Omega)}^{2}, \quad k \uparrow \infty \tag{4.32}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\mid(w z, \bar{p})_{L^{2}(\Omega)} & -\left(w_{k} \hat{z}_{k}, \hat{p}_{k}\right)_{L^{2}(\Omega)}\left|\leq\left|\left(\left(w-w_{k}\right) z, \bar{p}\right)_{L^{2}(\Omega)}\right|\right.  \tag{4.33}\\
& +\left|\left(w_{k}\left(z-\hat{z}_{k}\right), \bar{p}\right)_{L^{2}(\Omega)}\right|+\left|\left(w_{k} \hat{z}_{k}, \bar{p}-\hat{p}_{k}\right)_{L^{2}(\Omega)}\right| \rightarrow 0, \quad k \uparrow \infty
\end{align*}
$$

because $w_{k} \rightharpoonup w$ in $L^{2}(\Omega)$ as $k \uparrow \infty, z \bar{p} \in L^{2}(\Omega),\left\|w_{k}\right\|_{L^{2}(\Omega)}=1,\left\|z-\hat{z}_{k}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $k \uparrow \infty, \bar{p} \in L^{\infty}(\Omega)$, and $\left\|\bar{p}-\hat{p}_{k}\right\|_{L^{\tau}(\Omega)} \rightarrow 0$, as $k \uparrow \infty$, for every $\tau \in(2, \infty)$.

Finally, we invoke (4.32), (4.33), and the fact that the square of the $L^{2}(\Omega)$-norm is weakly lower semicontinuous in $L^{2}(\Omega)$ to deduce that $j^{\prime \prime}(\bar{q}) w^{2} \leq \liminf _{k} j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}$.

As a result, since $j^{\prime \prime}(\bar{q}) w^{2} \leq \liminf _{k} j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}, j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}<k^{-1} \rightarrow 0$ as $k \uparrow \infty$, and $w \in C_{\bar{q}}$, the optimality condition $j^{\prime \prime}(\bar{q}) w^{2}>0$, for all $w \in C_{\bar{q}} \backslash\{0\}$, yields $w \equiv 0$.

Step 3. Contradiction. We finally arrive at the contradiction. Since $w \equiv 0$, it is immediate that $\hat{z}_{k} \rightharpoonup 0$ in $\tilde{H}^{s}(\Omega)$ as $k \uparrow \infty$. Hence, from the equalities

$$
\lambda=\lambda\left\|w_{k}\right\|_{L^{2}(\Omega)}^{2}=j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2}+2\left(w_{k} \hat{z}_{k}, \hat{p}_{k}\right)_{L^{2}(\Omega)}-\left\|\hat{z}_{k}\right\|_{L^{2}(\Omega)}^{2}
$$

and the fact that $\liminf _{k} j^{\prime \prime}\left(\hat{q}_{k}\right) w_{k}^{2} \leq 0$, we conclude that $\lambda \leq 0$. This is a contradiction and concludes the proof.

The following result establishes an equivalent representation of the second order optimality condition introduced in Theorem 4.7. This equivalence is important for deriving error estimates for the methods proposed in our work. To present it, we introduce $C_{\bar{q}}^{\tau}:=\left\{w \in L^{2}(\Omega)\right.$ satisfying (4.28) and $w(x)=0$ if $\left.|\overline{\mathfrak{d}}(x)|>\tau\right\}$.

THEOREM 4.8 (equivalent optimality conditions). $\operatorname{Let}(\bar{u}, \bar{p}, \bar{q}) \in \tilde{H}^{s}(\Omega) \times \tilde{H}^{s}(\Omega) \times$ $\mathbb{Q}_{\text {ad }}$ satisfy the first order optimality conditions (4.2), (4.8), and (4.9). Then, the following statements are equivalent:

$$
\begin{equation*}
j^{\prime \prime}(\bar{q}) w^{2}>0 \forall w \in C_{\bar{q}} \backslash\{0\} \Longleftrightarrow \exists \mu, \tau>0: j^{\prime \prime}(\bar{q}) w^{2} \geq \mu\|w\|_{L^{2}(\Omega)}^{2} \forall w \in C_{\bar{q}}^{\tau} \tag{4.34}
\end{equation*}
$$

Proof. The proof of the equivalence (4.34) follows from a combination of the arguments elaborated in the proofs of [10, Theorem 25], Theorem 4.6, and Theorem 4.7. For the sake of brevity, we omit details.
5. Discretization schemes for the control problem. We propose two different finite element discretization schemes to approximate solutions to the optimal control problem (4.1)-(4.2): a fully discrete one, where the admissible control set is discretized with piecewise constant functions, and a semidiscrete scheme, based on the so-called variational discretization approach, where the control set is not discretized.
5.1. A fully discrete scheme. The solution technique reads as follows: Find $\min J\left(u_{h}, q_{h}\right)$ subject to the discrete state equation

$$
\begin{equation*}
\mathcal{A}\left(u_{h}, v_{h}\right)+\left(q_{h} u_{h}, v_{h}\right)_{L^{2}(\Omega)}=\left(f, v_{h}\right)_{L^{2}(\Omega)} \quad \forall v_{h} \in \mathbb{V}_{h} \tag{5.1}
\end{equation*}
$$

and the control constraints $q_{h} \in \mathbb{Q}_{\text {ad, } h}$. Here, $\mathbb{Q}_{\text {ad, } h}:=\mathbb{Q}_{h} \cap \mathbb{Q}_{\text {ad }}$, where $\mathbb{Q}_{h}=\left\{q_{h} \in\right.$ $\left.L^{\infty}(\Omega):\left.q_{h}\right|_{T} \in \mathbb{P}_{0}(T) \forall T \in \mathscr{T}_{h}\right\}$. We recall that $\mathbb{V}_{h}$, defined in (3.2), corresponds to the space of standard continuous and piecewise linear functions that vanish on $\partial \Omega$.

The existence of a discrete solution follows from the compactness of $\mathbb{Q}_{a d, h}$ and the continuity of $J$. To formulate first order optimality conditions, we introduce the discrete control to state map $\mathcal{S}_{h}: \mathbb{Q}_{a d, h} \ni q_{h} \mapsto u_{h} \in \mathbb{V}_{h}$, where $u_{h}$ is the solution to (5.1), and the reduced cost functional $j_{h}\left(q_{h}\right):=J\left(\mathcal{S}_{h} q_{h}, q_{h}\right)$. With these ingredients, the first order conditions read as follows: If $\bar{q}_{h} \in \mathbb{Q}_{a d, h}$ is a local solution, then

$$
\begin{equation*}
j_{h}^{\prime}\left(\bar{q}_{h}\right)\left(q_{h}-\bar{q}_{h}\right)=\left(\lambda \bar{q}_{h}-\bar{u}_{h} \bar{p}_{h}, q_{h}-\bar{q}_{h}\right)_{L^{2}(\Omega)} \geq 0 \quad \forall q_{h} \in \mathbb{Q}_{a d, h} . \tag{5.2}
\end{equation*}
$$

Here, $\bar{p}_{h} \in \mathbb{V}_{h}$ corresponds to the discrete adjoint state, which solves

$$
\begin{equation*}
\mathcal{A}\left(v_{h}, \bar{p}_{h}\right)+\left(\bar{q}_{h} \bar{p}_{h}, v_{h}\right)_{L^{2}(\Omega)}=\left(\bar{u}_{h}-u_{\Omega}, v_{h}\right)_{L^{2}(\Omega)} \quad \forall v_{h} \in \mathbb{V}_{h} \tag{5.3}
\end{equation*}
$$

5.2. A semidiscrete scheme. In this section, we propose a semidiscrete scheme based on the so-called variational discretization approach [26]. The scheme, in which only the state space is discretized (the control space is not discretized), reads as follows: Find $\min J\left(u_{h}, \mathbf{q}\right)$ subject to the discrete state equation

$$
\mathcal{A}\left(u_{h}, v_{h}\right)+\left(\mathbf{q} u_{h}, v_{h}\right)_{L^{2}(\Omega)}=\left(f, v_{h}\right)_{L^{2}(\Omega)} \quad \forall v_{h} \in \mathbb{V}_{h}
$$

and the control constraints $\mathrm{q} \in \mathbb{Q}_{a d}$. The existence of a discrete solution and first order optimality conditions for the semidiscrete scheme follow standard arguments. In particular, if $\bar{q} \in \mathbb{Q}_{\text {ad }}$ denotes a local solution, then

$$
\begin{equation*}
j_{h}^{\prime}(\overline{\mathrm{q}})(q-\overline{\mathrm{q}})=\left(\lambda \overline{\mathrm{q}}-\bar{u}_{h} \bar{p}_{h}, q-\overline{\mathrm{q}}\right)_{L^{2}(\Omega)} \geq 0 \quad \forall q \in \mathbb{Q}_{a d} \tag{5.4}
\end{equation*}
$$

where $\bar{p}_{h} \in \mathbb{V}_{h}$ solves problem (5.3). We immediately note that, in view of the variational inequality (5.4), the following projection formula holds [41, Section 4.6]:

$$
\overline{\mathrm{q}}(x):=\Pi_{[a, b]}\left(\lambda^{-1} \bar{u}_{h}(x) \bar{p}_{h}(x)\right) \text { a.e. } x \in \Omega
$$

Since $\bar{q}$ implicitly depends on $h$, we will use the notation $\bar{q}_{h}$ in the following.
5.3. Convergence of discretizations. In this section, we analyze the convergence properties of the fully and semidiscrete schemes. To this end, we begin our investigation by providing some auxiliary convergence properties and error bounds for suitable finite element discretizations associated with the state and adjoint equations.
5.3.1. Auxiliary error bounds. Let us first provide a convergence property and bounds for the errors $\left\|u-u_{h}\right\|_{s}$ and $\left\|u-u_{h}\right\|_{L^{2}(\Omega)}$.

Theorem 5.1 (convergence properties). Let $s \in(0,1)$ and let $f \in H^{-s}(\Omega)$. Let $u$ and $u_{h}$ be the unique solutions to problems (4.2) and (5.1), respectively. Then,

$$
\begin{equation*}
q_{h} \rightharpoonup q \text { in } L^{\frac{d}{2 s}}(\Omega), \quad h \rightarrow 0 \Longrightarrow u_{h} \rightarrow u \text { in } \tilde{H}^{s}(\Omega), \quad h \rightarrow 0 \tag{5.5}
\end{equation*}
$$

Let $r>d / 2 s$. If, in addition, $f \in L^{2}(\Omega) \cap L^{r}(\Omega)$, then we have the error bounds

$$
\begin{align*}
\left\|u-u_{h}\right\|_{s} & \lesssim h^{\gamma}|\log h|^{\varphi}\|f\|_{L^{2}(\Omega)}+\left\|q-q_{h}\right\|_{L^{2}(\Omega)}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\}  \tag{5.6}\\
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} & \lesssim h^{2 \gamma}|\log h|^{2 \varphi}\|f\|_{L^{2}(\Omega)}+\left\|q-q_{h}\right\|_{L^{2}(\Omega)} \tag{5.7}
\end{align*}
$$

where $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
Proof. Let us first derive the convergence property (5.5). We begin with a simple application of a triangle inequality to write $\left\|u-u_{h}\right\|_{s} \leq\left\|u-u_{h}(q)\right\|_{s}+\left\|u_{h}(q)-u_{h}\right\|_{s}$. Here, $u_{h}(q)$ denotes the solution to (5.1) with $q_{h}$ replaced by $q$. The control of $\left\|u-u_{h}(q)\right\|_{s}$ follows from a density argument as the one developed in the proof of [15, Theorem 3.2.3] (see also [22, Corollary 1.109]): $\left\|u-u_{h}(q)\right\|_{s} \rightarrow 0$ as $h \rightarrow 0$. To bound $\left\|u_{h}(q)-u_{h}\right\|_{s}$, we invoke the discrete problem that $u_{h}(q)-u_{h}$ solves and utilize the fact that $q_{h} \in \mathbb{Q}_{a d, h}=\mathbb{Q}_{a d} \cap \mathbb{Q}_{h}$ to obtain

$$
\left\|u_{h}(q)-u_{h}\right\|_{s} \leq\left\|u_{h}(q)\left(q_{h}-q\right)\right\|_{H^{-s}(\Omega)}
$$

The weak convergence $q_{h} \rightharpoonup q$ in $L^{\frac{d}{2 s}}(\Omega)$ and the strong one $u_{h}(q) v \rightarrow u v$ in $L^{\frac{d}{d-2 s}}(\Omega)$ as $h \rightarrow 0$, which is valid for every $v \in H^{s}(\Omega)$, allow us to conclude.

We proceed similarly to derive (5.6): $\left\|u-u_{h}\right\|_{s} \leq\left\|u-u\left(q_{h}\right)\right\|_{s}+\left\|u\left(q_{h}\right)-u_{h}\right\|_{s}$. Here, $u\left(q_{h}\right)$ denotes the solution to (4.2) with $q$ replaced by $q_{h}$. Since $u_{h}$, the solution
to (5.1), corresponds to the finite element approximation of $u\left(q_{h}\right)$ within the discrete setting of section 3.3, we can invoke the error bound (3.4) of Theorem 3.3 to deduce

$$
\begin{equation*}
\left\|u\left(q_{h}\right)-u_{h}\right\|_{s} \lesssim h^{\gamma}|\log h|^{\varphi}\|f\|_{L^{2}(\Omega)} \tag{5.8}
\end{equation*}
$$

On the other hand, let us observe that $u-u\left(q_{h}\right) \in \tilde{H}^{s}(\Omega)$ uniquely solves
(5.9) $\mathcal{A}\left(u-u\left(q_{h}\right), v\right)+\left(q\left(u-u\left(q_{h}\right)\right), v\right)_{L^{2}(\Omega)}=\left(u\left(q_{h}\right)\left(q_{h}-q\right), v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)$.

Since $f \in L^{r}(\Omega)$ and $q_{h} \in \mathbb{Q}_{a d, h}$, Theorem 3.2 guarantees $\left\|u\left(q_{h}\right)\right\|_{L^{\infty}(\Omega)} \lesssim\|f\|_{L^{r}(\Omega)}$, which is a uniform bound with respect to discretization. As a consequence, a basic stability bound for problem (5.9) yields $\left\|u-u\left(q_{h}\right)\right\|_{s} \lesssim\left\|u\left(q_{h}\right)\right\|_{L^{\infty}(\Omega)}\left\|q-q_{h}\right\|_{L^{2}(\Omega)} \lesssim$ $\|f\|_{L^{r}(\Omega)}\left\|q-q_{h}\right\|_{L^{2}(\Omega)}$. This bound and estimate (5.8) yield the desired bound (5.6). The proof of (5.7) follows similar arguments.

To present the following result, we introduce the variables $\mathfrak{p}$ and $p_{h}$ as follows:

$$
\begin{gather*}
\mathfrak{p} \in \tilde{H}^{s}(\Omega): \quad \mathcal{A}(v, \mathfrak{p})+\left(q_{h} \mathfrak{p}, v\right)_{L^{2}(\Omega)}=\left(u_{h}-u_{\Omega}, v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)  \tag{5.10}\\
p_{h} \in \mathbb{V}_{h}: \quad \mathcal{A}\left(v_{h}, p_{h}\right)+\left(q_{h} p_{h}, v_{h}\right)_{L^{2}(\Omega)}=\left(u_{h}-u_{\Omega}, v_{h}\right)_{L^{2}(\Omega)} \quad \forall v_{h} \in \mathbb{V}_{h} . \tag{5.11}
\end{gather*}
$$

In what follows, we present error bounds for $p-p_{h}$.
ThEOREM 5.2 (convergence properties). Let $s \in(0,1)$ and $r>d / 2 s$. Let $p$ and $p_{h}$ be the unique solutions to problems (4.8) and (5.11), respectively. If $f, u_{\Omega} \in$ $L^{2}(\Omega) \cap L^{r}(\Omega)$ and $\left\{u_{h}\right\}_{h>0}$ is uniformly bounded in $L^{r}(\Omega)$, then

$$
\begin{align*}
\left\|p-p_{h}\right\|_{s} & \lesssim h^{\gamma}|\log h|^{\varphi}+\left\|q-q_{h}\right\|_{L^{2}(\Omega)}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\},  \tag{5.12}\\
\left\|p-p_{h}\right\|_{L^{2}(\Omega)} & \lesssim h^{2 \gamma}|\log h|^{2 \varphi}+\left\|q-q_{h}\right\|_{L^{2}(\Omega)} \tag{5.13}
\end{align*}
$$

where $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
Proof. We invoke $\mathfrak{p}$ and write $\left\|p-p_{h}\right\|_{s} \leq\|p-\mathfrak{p}\|_{s}+\left\|\mathfrak{p}-p_{h}\right\|_{s}$. To control $\left\|\mathfrak{p}-p_{h}\right\|_{s}$ we apply the error estimate (3.4) of Theorem 3.3:

$$
\begin{equation*}
\left\|\mathfrak{p}-p_{h}\right\|_{s} \lesssim h^{\gamma}|\log h|^{\varphi}\left(\|f\|_{H^{-s}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{2}(\Omega)}\right) \tag{5.14}
\end{equation*}
$$

upon using $\left\|u_{h}\right\|_{s} \lesssim\|f\|_{H^{-s}(\Omega)}$, which is uniform with respect to discretization. To control $\|p-\mathfrak{p}\|_{s}$ we observe that $p-\mathfrak{p}$ solves

$$
\mathcal{A}(v, p-\mathfrak{p})+(q(p-\mathfrak{p}), v)_{L^{2}(\Omega)}=\left(\mathfrak{p}\left(q_{h}-q\right)+\left(u-u_{h}\right), v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)
$$

Since, by assumption, $\left\{u_{h}\right\}_{h>0}$ is uniformly bounded in $L^{r}(\Omega)(r>d / 2 s)$, we obtain

$$
\begin{align*}
\|p-\mathfrak{p}\|_{s} & \lesssim\|\mathfrak{p}\|_{L^{\frac{d}{s}}(\Omega)}\left\|q-q_{h}\right\|_{L^{2}(\Omega)}+\left\|u-u_{h}\right\|_{L^{2}(\Omega)}  \tag{5.15}\\
& \lesssim\left\|q-q_{h}\right\|_{L^{2}(\Omega)}+h^{2 \gamma}|\log h|^{2 \varphi}\|f\|_{L^{2}(\Omega)}
\end{align*}
$$

upon using (5.7) and the uniform bound $\|\mathfrak{p}\|_{L^{\infty}(\Omega)} \lesssim\left\|u_{h}\right\|_{L^{r}(\Omega)}+\left\|u_{\Omega}\right\|_{L^{r}(\Omega)}$. The bound (5.15) in conjunction with (5.14) implies (5.12). The proof of (5.13) follows similar arguments. For the sake of brevity, we omit details.
5.3.2. Convergence of discretizations: the fully discrete scheme. We begin this section with a convergence result that essentially guarantees that a sequence of discrete global solutions $\left\{\bar{q}_{h}\right\}_{h>0}$ contains subsequences that converge to global solutions of the optimal control problem (4.1)-(4.2) as $h \rightarrow 0$.

Theorem 5.3 (convergence of global solutions). Let $s \in(0,1), r>d / 2 s$, and $f, u_{\Omega} \in L^{2}(\Omega) \cap L^{r}(\Omega)$. Let $h>0$ and let $\bar{q}_{h} \in \mathbb{Q}_{a d, h}$ be a global solution of the fully discrete optimal control problem. Then, there exist nonrelabeled subsequences of $\left\{\bar{q}_{h}\right\}_{h>0}$ such that $\bar{q}_{h} \stackrel{*}{q}$ in the weak $k^{\star}$ topology of $L^{\infty}(\Omega)$ as $h \rightarrow 0$, where $\bar{q}$ is a global solution of the optimal control problem (4.1)-(4.2). Furthermore, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}=0, \quad \lim _{h \rightarrow 0} j_{h}\left(\bar{q}_{h}\right)=j(\bar{q}) . \tag{5.16}
\end{equation*}
$$

Proof. Since $\left\{\bar{q}_{h}\right\}_{h>0} \subset \mathbb{Q}_{\text {ad }, h}$ is uniformly bounded in $L^{\infty}(\Omega)$, there exists a nonrelabeled subsequence such that $\bar{q}_{h} \stackrel{*}{\natural} \bar{q}$ in $L^{\infty}(\Omega)$ as $h \rightarrow 0$. In what follows, we prove that $\bar{q} \in \mathbb{Q}_{a d}$ is a global solution to (4.1)-(4.2) and that (5.16) holds.

Let $\mathfrak{q} \in \mathbb{Q}_{a d}$ be a global solution to (4.1)-(4.2). Let $\mathcal{P}_{h}: L^{2}(\Omega) \rightarrow \mathbb{Q}_{h}$ be the orthogonal projection operator. Define $\mathfrak{q}_{h}:=\mathcal{P}_{h}(\mathfrak{q})$ and note that $\mathfrak{q}_{h} \in \mathbb{Q}_{a d, h}$. Applying the regularity result from Theorem 4.4 and a standard error estimate for $\mathcal{P}_{h}$, we obtain $\left\|\mathfrak{q}-\mathfrak{q}_{h}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $h \rightarrow 0$. Therefore, the global optimality of $\mathfrak{q}$, Theorem 5.1, the global optimality of $\bar{q}_{h}$, and $\mathfrak{q}_{h} \rightarrow \mathfrak{q}$ in $L^{2}(\Omega)$ allow us to obtain that

$$
j(\mathfrak{q}) \leq j(\bar{q}) \leq \liminf _{h \downarrow 0} j_{h}\left(\bar{q}_{h}\right) \leq \limsup _{h \downarrow 0} j_{h}\left(\bar{q}_{h}\right) \leq \limsup _{h \downarrow 0} j_{h}\left(\mathfrak{q}_{h}\right)=j(\mathfrak{q}) .
$$

This shows that $\bar{q}$ is a global solution of (4.1)-(4.2) and that $j_{h}\left(\bar{q}_{h}\right) \rightarrow j(\bar{q})$ as $h \rightarrow 0$. To prove the strong convergence of $\left\{\bar{q}_{h}\right\}_{h>0}$ to $\bar{q}$ in $L^{2}(\Omega)$, we use the convergence result of Theorem 5.1 to deduce that $\bar{u}_{h} \rightarrow \bar{u}$ in $L^{\mathfrak{t}}(\Omega)$ for every $\mathfrak{t} \leq 2 d /(d-2 s)$. With this convergence result, we use that $j_{h}\left(\bar{q}_{h}\right) \rightarrow j(\bar{q})$ to obtain $\left\|\bar{q}_{h}\right\|_{L^{2}(\Omega)} \rightarrow\|\bar{q}\|_{L^{2}(\Omega)}$ as $h \rightarrow 0$. The fact that $\bar{q}_{h} \stackrel{*}{\rightharpoonup} \bar{q}$ in $L^{\infty}(\Omega)$ as $h \rightarrow 0$ allows us to conclude.

Our second convergence result is as follows: strict local solutions of (4.1)-(4.2) can be approximated by local solutions of the fully discrete optimal control problems.

Theorem 5.4 (convergence of local solutions). Let the assumptions of Theorem 5.3 hold. Let $\bar{q} \in \mathbb{Q}_{\text {ad }}$ be a strict local minimum of (4.1)-(4.2). Then, there exists a sequence of local minima $\left\{\bar{q}_{h}\right\}_{h<h_{0}}$ of the fully discrete scheme such that (5.16) holds.

Proof. Since $\bar{q}$ is a strict local minimum of (4.1)-(4.2), there exists $\varepsilon>0$ such that the problem: Find $\min \left\{j(q): q \in \mathbb{Q}_{a d} \cap B_{\varepsilon}(\bar{q})\right\}$ admits as a unique solution $\bar{q}$. Here, $B_{\varepsilon}(\bar{q}):=\left\{q \in L^{2}(\Omega):\|\bar{q}-q\|_{L^{2}(\Omega)} \leq \varepsilon\right\}$. Let us now introduce, for $h>0$, the discrete problem: Find $\min \left\{j_{h}\left(q_{h}\right): q_{h} \in \mathbb{Q}_{a d, h} \cap B_{\varepsilon}(\bar{q})\right\}$. To conclude that this problem admits at least one solution, we need to verify that the set in which the minimum is sought is nonempty; note that such a set is compact. To do this, we note that there exists $h_{\varepsilon}>0$ such that for every $h \leq h_{\varepsilon}$ the function $\mathcal{P}_{h}(\bar{q}) \in \mathbb{Q}_{a d, h} \cap B_{\varepsilon}(\bar{q})$.

Let $h \in\left(0, h_{\varepsilon}\right]$ and let $\bar{q}_{h}$ be a global solution of the introduced discrete problem. The arguments presented in the proof of Theorem 5.3 allow us to conclude the existence of a subsequence of $\left\{\bar{q}_{h}\right\}_{h \leq h_{\varepsilon}}$ that converges strongly in $L^{2}(\Omega)$ to a solution of $\min \left\{j(q): q \in \mathbb{Q}_{a d} \cap B_{\varepsilon}(\bar{q})\right\}$. Since this problem admits a unique solution $\bar{q}$, we must have $\bar{q}_{h} \rightarrow \bar{q}$ in $L^{2}(\Omega)$ as $h \rightarrow 0$. In particular, this guarantees that the constraint $\bar{q}_{h} \in B_{\varepsilon}(\bar{q})$ is not active for $h$ sufficiently small. Consequently, $\bar{q}_{h}$ solves the fully discrete scheme and the convergence properties stated in (5.16) hold.
5.3.3. Convergence of discretizations: the semidiscrete scheme. We present the following results. Let $s \in(0,1), r>d / 2 s$, and $f, u_{\Omega} \in L^{2}(\Omega) \cap L^{r}(\Omega)$.

- Let $h>0$ and let $\bar{q}_{h} \in \mathbb{Q}_{a d}$ be a global solution of the semidiscrete scheme. Then, there exist nonrelabeled subsequences of $\left\{\overline{\mathrm{q}}_{h}\right\}_{h>0}$ such that $\overline{\mathrm{q}}_{h} *{ }^{*} \bar{q}$ in $L^{\infty}(\Omega)$ as $h \rightarrow 0$ and (5.16) holds; $\bar{q}$ is a global solution to (4.1)-(4.2).
- Let $\bar{q} \in \mathbb{Q}_{\text {ad }}$ be a strict local minimum of (4.1)-(4.2). Then, there exists a sequence of local minima $\left\{\overline{\mathrm{q}}_{h}\right\}_{h>0}$ of the semidiscrete scheme satisfying (5.16). The proof of these results follows very similar arguments to those developed in the proof of Theorems 5.3 and 5.4. For the sake of brevity, we will omit further details.

6. Error estimates. In this section, we derive error estimates for the fully and semidiscrete schemes introduced in sections 5.1 and 5.2 , respectively.
6.1. Error estimates for the fully discrete scheme. Let $\left\{\bar{q}_{h}\right\}_{h>0} \subset \mathbb{Q}_{a d, h}$ be a sequence of local minima of the fully discrete optimal control problems such that $\bar{q}_{h} \rightarrow \bar{q}$ in $L^{2}(\Omega)$ as $h \rightarrow 0 ; \bar{q} \in \mathbb{Q}_{a d}$ denotes a local solution of (4.1)-(4.2) (see Theorems 5.3 and 5.4). The main goal of this section is to derive the error bound

$$
\begin{equation*}
\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi} \quad \forall h<h_{\ddagger}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\}, \quad h_{\ddagger}>0 . \tag{6.1}
\end{equation*}
$$

Here, $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
In the following analysis we assume that discrete solutions $u_{h}$ to problem (5.1) are uniformly bounded in $L^{d / s}(\Omega)$, i.e,

$$
\begin{equation*}
\exists C>0: \quad\left\|u_{h}\right\|_{L^{d / s}(\Omega)} \leq C \quad \forall h>0 \tag{6.2}
\end{equation*}
$$

The following result is helpful for deriving the error bound (6.1).
Lemma 6.1 (auxiliary error estimate). Let $s \in(0,1), r>d / 2 s$, and $f, u_{\Omega} \in$ $L^{2}(\Omega) \cap L^{r}(\Omega)$. Let us assume that (6.2) holds and that $\bar{q} \in \mathbb{Q}_{\text {ad }}$ satisfies the second order optimality conditions (4.34). If (6.1) is false, then there exists $h_{\dagger}>0$ such that

$$
\begin{equation*}
\mathfrak{C}\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}^{2} \leq\left[j^{\prime}\left(\bar{q}_{h}\right)-j^{\prime}(\bar{q})\right]\left(\bar{q}_{h}-\bar{q}\right) \quad \forall h<h_{\dagger}, \quad \mathbb{C}=2^{-1} \min \{\mu, \lambda\} . \tag{6.3}
\end{equation*}
$$

Here, $\lambda$ is the control cost and $\mu$ denotes the constant appearing in (4.34).
Proof. We follow [11, Section 7] and proceed by contradiction. Since by assumption (6.1) is false, there exists a subsequence $\left\{h_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{R}^{+}$such that

$$
\begin{equation*}
\lim _{h_{k} \rightarrow 0}\left\|\bar{q}-\bar{q}_{h_{k}}\right\|_{L^{2}(\Omega)}=0, \quad \lim _{h_{k} \rightarrow 0} \frac{\left\|\bar{q}-\bar{q}_{h_{k}}\right\|_{L^{2}(\Omega)}}{h_{k}^{2 \gamma}\left|\log h_{k}\right|^{2 \varphi}}=+\infty \tag{6.4}
\end{equation*}
$$

To simplify the exposition of the material, we omit the subindex $k$ in the following and denote $\bar{q}_{h_{k}}=\bar{q}_{h}$. Note that $h \rightarrow 0$ as $k \uparrow \infty$.

Define $w_{h}:=\left(\bar{q}_{h}-\bar{q}\right) /\left\|\bar{q}_{h}-\bar{q}\right\|_{L^{2}(\Omega)}$. Since $\left\{w_{h}\right\}_{h>0}$ is uniformly bounded in $L^{2}(\Omega)$, possibly up to a subsequence, we can assume that $w_{h} \rightharpoonup w$ in $L^{2}(\Omega)$ as $h \rightarrow 0$. In what follows, we prove that $w \in C_{\bar{q}}$. Recall that $C_{\bar{q}}$ is defined in (4.27). Since, for each $h>0, \bar{q}_{h} \in \mathbb{Q}_{a d, h} \subset \mathbb{Q}_{a d}, w_{h}$ satisfies the sign conditions (4.28). Consequently, $w$ also satisfies (4.28). To show that $\overline{\mathfrak{d}}(x) \neq 0$ implies that $w(x)=0$ for a.e. $x \in \Omega$, we introduce $\overline{\mathfrak{d}}_{h}:=\lambda \bar{q}_{h}-\bar{u}_{h} \bar{p}_{h}$ and recall that $\overline{\mathfrak{d}}=\lambda \bar{q}-\bar{u} \bar{p}$. Let us now invoke $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $h \rightarrow 0$, (6.2), and estimates (5.12) and (5.7) to obtain

$$
\begin{aligned}
& \left\|\overline{\mathfrak{d}}-\overline{\mathfrak{d}}_{h}\right\|_{L^{2}(\Omega)} \leq \lambda\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}+\left\|\bar{u}_{h}\right\|_{L^{\frac{d}{s}(\Omega)}}\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{\frac{2 d}{d-2 s}}(\Omega)} \\
& \quad+\|\bar{p}\|_{L^{\infty}(\Omega)}\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)} \lesssim\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}+h^{\gamma}|\log h|^{\varphi} \rightarrow 0, \quad h \rightarrow 0
\end{aligned}
$$

Hence, we have that $\overline{\mathfrak{d}}_{h} \rightarrow \overline{\mathfrak{d}}$ in $L^{2}(\Omega)$ as $h \rightarrow 0$. From this follows

$$
\begin{aligned}
\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x & =\lim _{h \rightarrow 0} \int_{\Omega} \overline{\mathfrak{d}}_{h}(x) w_{h}(x) \mathrm{d} x \\
& =\lim _{h \rightarrow 0} \frac{1}{\left\|\bar{q}_{h}-\bar{q}\right\|_{L^{2}(\Omega)}}\left(\int_{\Omega} \overline{\mathfrak{d}}_{h}\left(\mathcal{P}_{h}(\bar{q})-\bar{q}\right) \mathrm{d} x+\int_{\Omega} \overline{\mathfrak{d}}_{h}\left(\bar{q}_{h}-\mathcal{P}_{h}(\bar{q})\right) \mathrm{d} x\right),
\end{aligned}
$$

where $\mathcal{P}_{h}$ denotes the $L^{2}$-orthogonal projection operator into piecewise constant functions over $\mathscr{T}_{h}$. Since $\mathcal{P}_{h}(\bar{q}) \in \mathbb{Q}_{a d, h}$, the discrete variational inequality (5.2) implies that $\left(\overline{\mathfrak{d}}_{h}, \bar{q}_{h}-\mathcal{P}_{h}(\bar{q})\right)_{L^{2}(\Omega)} \leq 0$. The uniform boundedness of $\left\{\left\|\overline{\mathfrak{d}}_{h}\right\|_{L^{2}(\Omega)}\right\}_{h<h \bowtie}$, which follows from $\left\|\overline{\mathfrak{d}}_{h}\right\|_{L^{2}(\Omega)} \leq\left\|\overline{\mathfrak{d}}_{h}-\overline{\mathfrak{d}}\right\|_{L^{2}(\Omega)}+\|\overline{\mathfrak{d}}\|_{L^{2}(\Omega)} \lesssim 1$ for $h<h_{\bowtie}$, thus implies that
$\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x \leq \lim _{h \rightarrow 0} \frac{1}{\left\|\bar{q}_{h}-\bar{q}\right\|_{L^{2}(\Omega)}} \int_{\Omega} \overline{\mathfrak{d}}_{h}\left(\mathcal{P}_{h}(\bar{q})-\bar{q}\right) \mathrm{d} x \lesssim \lim _{h \rightarrow 0} \frac{\left\|\mathcal{P}_{h}(\bar{q})-\bar{q}\right\|_{L^{2}(\Omega)}}{\left\|\bar{q}_{h}-\bar{q}\right\|_{L^{2}(\Omega)}}=0$.
To obtain the last equality, we have used (6.4) and the regularity results for $\bar{q}$ provided in Theorem 4.4 in conjunction with standard error estimates for $\mathcal{P}_{h}$, which yield

$$
\begin{equation*}
\left\|\bar{q}-\mathcal{P}_{h}(\bar{q})\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{\nu}\left(1+\Lambda\left(f, u_{\Omega}\right)\right), \quad \gamma=\min \left\{s, \frac{1}{2}\right\} \tag{6.5}
\end{equation*}
$$

Here, $\Lambda\left(f, u_{\Omega}\right)$ is defined in (4.14). Now, since $w$ satisfies the sign conditions (4.28), we have $\overline{\mathfrak{d}}(x) w(x) \geq 0$ for a.e. $x \in \Omega$. Consequently, $\int_{\Omega}|\overline{\mathfrak{d}}(x) w(x)| \mathrm{d} x \leq 0$. As a result, if $\overline{\mathfrak{d}}(x) \neq 0$, then $w(x)=0$ for a.e. $x \in \Omega$. We have thus obtained that $w \in C_{\bar{q}}$.

Now that we have proven that $w \in C_{\bar{q}}$, let us derive the auxiliary error estimate (6.3) by using (4.34). To begin, we apply the mean value theorem to obtain

$$
\begin{equation*}
\left[j^{\prime}\left(\bar{q}_{h}\right)-j^{\prime}(\bar{q})\right]\left(\bar{q}_{h}-\bar{q}\right)=j^{\prime \prime}\left(\hat{q}_{h}\right)\left(\bar{q}_{h}-\bar{q}\right)^{2}, \quad \hat{q}_{h}=\bar{q}+\theta_{h}\left(\bar{q}_{h}-\bar{q}\right) \tag{6.6}
\end{equation*}
$$

where $\theta_{h} \in(0,1)$. Let $u\left(\hat{q}_{h}\right)$ be unique solution to (4.2) with $q$ replaced by $\hat{q}_{h}$ and let $p\left(\hat{q}_{h}\right)$ be the unique solution to (4.8) with $u$ and $q$ replaced by $u\left(\hat{q}_{h}\right)$ and $\hat{q}_{h}$, respectively. Since $\hat{q}_{h}(x) \geq a$ for a.e. $x \in \Omega$ and $\bar{u} \in L^{\infty}(\Omega)$, a basic stability bound for the problem that $\bar{u}-u\left(\hat{q}_{h}\right)$ solves combined with the fact that $\bar{q}_{h} \rightarrow \bar{q}$ in $L^{2}(\Omega)$ as $h \rightarrow 0$ reveal that $u\left(\hat{q}_{h}\right) \rightarrow \bar{u}$ in $\tilde{H}^{s}(\Omega)$. Similarly, $p\left(\hat{q}_{h}\right) \rightarrow \bar{p}$ in $\tilde{H}^{s}(\Omega)$ as $h \rightarrow 0$. We now define $z\left(w_{h}\right)$ as the unique solution to (4.4) with $q, u$ and $w$ replaced by $\hat{q}_{h}$, $u\left(\hat{q}_{h}\right)$, and $w_{h}$, respectively. Proceeding as in the Step 2 of the proof of Theorem 4.7, we can show that $w_{h} \rightharpoonup w$ in $L^{2}(\Omega)$ as $h \rightarrow 0$ guarantees that $z\left(w_{h}\right) \rightharpoonup z$ in $\tilde{H}^{s}(\Omega)$. With all these convergence properties at hand, we can refer to the characterization (4.16), the definition of $w_{h}$, and the second order condition (4.34) to obtain

$$
\begin{aligned}
& \lim _{h \rightarrow 0} j^{\prime \prime}\left(\hat{q}_{h}\right) w_{h}^{2}=\lim _{h \rightarrow 0}\left[\lambda\left\|w_{h}\right\|_{L^{2}(\Omega)}^{2}-2\left(w_{h} z\left(w_{h}\right), p\left(\hat{q}_{h}\right)\right)_{L^{2}(\Omega)}+\left\|z\left(w_{h}\right)\right\|_{L^{2}(\Omega)}^{2}\right] \\
= & \lambda-2(w z, \bar{p})_{L^{2}(\Omega)}+\|z\|_{L^{2}(\Omega)}^{2}=\lambda+j^{\prime \prime}(\bar{q}) w^{2}-\lambda\|w\|_{L^{2}(\Omega)}^{2} \geq \lambda+(\mu-\lambda)\|w\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

Therefore, since $\|w\|_{L^{2}(\Omega)} \leq 1$, we obtain $\lim _{h \rightarrow 0} j^{\prime \prime}\left(\hat{q}_{h}\right) w_{h}^{2} \geq \min \{\mu, \lambda\}>0$. We can therefore obtain the existence of $h_{\dagger}>0$ such that $j^{\prime \prime}\left(\hat{q}_{h}\right) w_{h}^{2} \geq \min \{\mu, \lambda\} / 2$ for every $h<h_{\dagger}$. Given the definition of $w_{h}$ and (6.6), this allows the conclusion to be drawn. $\square$

We now derive the error bound (6.1). For this purpose, we strengthen the assumption (6.2) as follows: solutions to (5.1) are uniformly bounded in $L^{\infty}(\Omega)$, i.e,

$$
\begin{equation*}
\exists C>0: \quad\left\|u_{h}\right\|_{L^{\infty}(\Omega)} \leq C \quad \forall h>0 \tag{6.7}
\end{equation*}
$$

Unfortunately, we are not aware of a proof of (6.7) in a general setting. A basic proof can be given for the case where $d=2$ and $s>0.5+\varepsilon$, with $\varepsilon>0$ as in Theorem 3.1. This proof is based on inverse estimates, error estimates for the Lagrange interpolation operator, and the $L^{2}(\Omega)$ error estimate (3.5). Finally, we would like to note that for a fixed $h$ the function $u_{h}$ is a globally continuous piecewise linear function that is bounded in $L^{\infty}(\Omega)$ and that $\left\{u_{h}\right\}_{h>0}$ converges strongly in $H^{s}\left(\mathbb{R}^{n}\right)$ as $h \rightarrow 0$ to a function $u$ belonging to $L^{\infty}(\Omega)$; see Theorem 3.2, §5.3.2 and §5.3.3, and Theorem 5.1.

Theorem 6.2 (error estimate). Let $s \in(0,1), r>d / 2 s$, and $f, u_{\Omega} \in L^{2}(\Omega) \cap$ $L^{r}(\Omega)$. Let us assume that (6.7) holds and that $\bar{q} \in \mathbb{Q}$ ad satisfies the second order optimality conditions (4.34). Then, there exists $h_{\ddagger}>0$ such that

$$
\begin{equation*}
\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi} \quad \forall h<h_{\ddagger}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\} \tag{6.8}
\end{equation*}
$$

Here, $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
Proof. We proceed by contradiction and assume that (6.8) does not hold. We can therefore refer to the result of Lemma 6.1 to conclude that (6.3) holds for every $h<h_{\dagger}$. Let us now set $q=\bar{q}_{h}$ in (4.7) and $q_{h}=\mathcal{P}_{h}(\bar{q})$ in (5.2) to obtain $-j^{\prime}(\bar{q})\left(\bar{q}_{h}-\bar{q}\right) \leq 0$ and $j_{h}^{\prime}\left(\bar{q}_{h}\right)\left(\mathcal{P}_{h}(\bar{q})-\bar{q}_{h}\right) \geq 0$, respectively. Given these two inequalities we invoke the auxiliary error estimate (6.3) to obtain

$$
\begin{align*}
\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}^{2} & \lesssim j^{\prime}\left(\bar{q}_{h}\right)\left(\bar{q}_{h}-\bar{q}\right)+j_{h}^{\prime}\left(\bar{q}_{h}\right)\left(\mathcal{P}_{h}(\bar{q})-\bar{q}_{h}\right)  \tag{6.9}\\
& =j^{\prime}\left(\bar{q}_{h}\right)\left(\mathcal{P}_{h}(\bar{q})-\bar{q}\right)+\left[j^{\prime}\left(\bar{q}_{h}\right)-j_{h}^{\prime}\left(\bar{q}_{h}\right)\right]\left(\bar{q}_{h}-\mathcal{P}_{h}(\bar{q})\right)=: \mathbf{I}_{h}+\mathbf{I I}_{h}
\end{align*}
$$

Let us first bound the term $\mathbf{I}_{h}$. For this purpose, we introduce the following auxiliary variables: We define $\hat{u}$ and $\hat{p}$ to be the solutions to the problems

$$
\begin{align*}
& \mathcal{A}(\hat{u}, v)+\left(\bar{q}_{h} \hat{u}, v\right)_{L^{2}(\Omega)}=(f, v)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega)  \tag{6.10}\\
& \mathcal{A}(\hat{p}, v)+\left(\bar{q}_{h} \hat{p}, v\right)_{L^{2}(\Omega)}=\left(\hat{u}-u_{\Omega}, v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{6.11}
\end{align*}
$$

With these variables at hand, we control the term $\mathbf{I}_{h}$ as follows:

$$
\begin{aligned}
\mathbf{I}_{h} & =\left(\lambda \bar{q}_{h}-\hat{u} \hat{p}, \mathcal{P}_{h}(\bar{q})-\bar{q}\right)_{L^{2}(\Omega)}=\left(\mathcal{P}_{h}(\hat{u} \hat{p})-\hat{u} \hat{p}, \mathcal{P}_{h}(\bar{q})-\bar{q}\right)_{L^{2}(\Omega)} \\
& \leq\left\|\hat{u} \hat{p}-\mathcal{P}_{h}(\hat{u} \hat{p})\right\|_{L^{2}(\Omega)}\left\|\mathcal{P}_{h}(\bar{q})-\bar{q}\right\|_{L^{2}(\Omega)},
\end{aligned}
$$

upon using the basic property $\left(\mathcal{P}_{h}(\bar{q})-\bar{q}, q_{h}\right)=0$ for all $q_{h} \in \mathbb{Q}_{h}$. The term $\| \mathcal{P}_{h}(\bar{q})-$ $\bar{q} \|_{L^{2}(\Omega)}$ was previously controlled in the proof of Lemma 6.1; see (6.5). In what follows we control $\left\|\hat{u} \hat{p}-\mathcal{P}_{h}(\hat{u} \hat{p})\right\|_{L^{2}(\Omega)}$. First, since $f$ and $\hat{u}-u_{\Omega}$ belong to $L^{2}(\Omega) \cap L^{r}(\Omega)$, we deduce from the regularity results of Theorems 3.1 and 3.2 in conjunction with the continuity of the product property of Lemma 2.1 that

$$
\hat{u} \hat{p} \in H^{s+\kappa-\varepsilon}(\Omega) \cap L^{\infty}(\Omega), \quad\|\hat{u} \hat{p}\|_{H^{s+\kappa-\varepsilon}(\Omega)} \lesssim \varepsilon^{-\nu} \Lambda\left(f, u_{\Omega}\right) \quad \forall 0<\varepsilon<s
$$

Here, $\kappa$ and $\nu$ are as in the statement of Theorem 3.1 and $\Lambda\left(f, u_{\Omega}\right)$ is defined in (4.14). In view of this regularity result, a standard approximation property for $\mathcal{P}_{h}$ shows that $\mathfrak{e}:=\hat{u} \hat{p}-\mathcal{P}_{h}(\hat{u} \hat{p})$ satisfies $\|\mathfrak{e}\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{\nu} \Lambda\left(f, u_{\Omega}\right)$, where $\gamma=\min \left\{s, \frac{1}{2}\right\}$. We can therefore deduce that

$$
\mathbf{I}_{h} \lesssim h^{4 \gamma}|\log h|^{2 \nu} \Lambda\left(f, u_{\Omega}\right)\left(1+\Lambda\left(f, u_{\Omega}\right)\right), \quad \gamma=\min \left\{s, \frac{1}{2}\right\}
$$

We now bound the term $\mathbf{I I}_{h}$. To accomplish this task, we first notice that $\mathbf{I I}_{h}=$ $\left(\hat{u} \hat{p}-\bar{u}_{h} \bar{p}_{h}, \bar{q}_{h}-\mathcal{P}_{h}(\bar{q})\right)_{L^{2}(\Omega)}=\left(\hat{u} \hat{p}-\bar{u}_{h} \bar{p}_{h}, \mathcal{P}_{h}\left(\bar{q}_{h}-\bar{q}\right)\right)_{L^{2}(\Omega)}$. Secondly, by adding and subtracting $\hat{p} \bar{u}_{h}$ and using the assumption (6.7) and basic inequalities, we arrive at

$$
\begin{aligned}
\mathbf{I I}_{h} & \leq\left(\|\hat{p}\|_{L^{\infty}(\Omega)}\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}+\left\|\bar{u}_{h}\right\|_{L^{\infty}(\Omega)}\left\|\hat{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}\right)\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \\
& \leq \mathbb{C}\left(\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}^{2}+\left\|\hat{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}^{2}\right)+\frac{1}{2}\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}^{2}, \quad \mathbb{C}>0 .
\end{aligned}
$$

A bound for $\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}$ follows from the fact that $\bar{u}_{h}$ corresponds to the finite element approximation of $\hat{u}$ in the framework of section 3.3. In fact, as an application of Theorem 3.3, we have the bound $\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}$. We now define

$$
\begin{equation*}
\tilde{p} \in \tilde{H}^{s}(\Omega): \quad \mathcal{A}(\tilde{p}, v)+\left(\bar{q}_{h} \tilde{p}, v\right)_{L^{2}(\Omega)}=\left(\bar{u}_{h}-u_{\Omega}, v\right)_{L^{2}(\Omega)} \quad \forall v \in \tilde{H}^{s}(\Omega) \tag{6.12}
\end{equation*}
$$

and proceed as in the proof of Theorem 5.2 to obtain $\left\|\hat{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)} \leq\|\hat{p}-\tilde{p}\|_{L^{2}(\Omega)}+$ $\left\|\tilde{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)} \lesssim\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}+h^{2 \gamma}|\log h|^{2 \varphi}$. Consequently, we can thus arrive at

$$
\mathbf{I I}_{h} \lesssim h^{4 \gamma}|\log h|^{4 \varphi}+\frac{1}{2}\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}^{2} .
$$

Finally, we replace the bounds obtained for $\mathbf{I}_{h}$ and $\mathbf{I} \mathbf{I}_{h}$ into (6.9) to obtain (6.8). This is a contradiction and concludes the proof.

Remark 6.3 (nearly optimality). The error bound (6.8) behaves like $\mathcal{O}\left(h|\log h|^{2 \varphi}\right)$ when $s \geq \frac{1}{2}$. This error bound is nearly-optimal in terms of approximation; nearly due to the presence of the log-term. When $s<\frac{1}{2}$, the derived error bound behaves like $\mathcal{O}\left(h^{2 s}|\log h|^{2 \varphi}\right)$. Since the best convergence rate we can expect with piecewise constant approximation is $\mathcal{O}(h)$ and $2 s<1$, the derived error bound is suboptimal; the suboptimality is determined by the regularity properties derived in Theorem 4.4.

Remark 6.4 (improvement of the error bound (6.8)). If $s \leq 1 / 2$, the regularity results of Theorem 4.4 guarantee that $\bar{q} \in H^{2 s-2 \epsilon}(\Omega)$ for all $0<\epsilon<s$. This regularity result can be improved for $s \in[1 / 4,1 / 2)$ to $\bar{q} \in H^{s+1 / 2-\epsilon}(\Omega)$ for all $0<\epsilon<s+1 / 2$ under the assumptions that $\Omega$ is a bounded Lipschitz domain satisfying an exterior ball condition and the data $f$ and $u_{\Omega}$ belong to $C^{1 / 2-s}(\bar{\Omega})$. We also have the following regularity improvement of the state and adjoint state variables: $\bar{u}, \bar{p} \in H^{s+1 / 2-\epsilon}(\Omega)$. We leave to the reader the details of how these regularity results can lead to improved error estimates on quasi-uniform meshes. Finally, we note that, as in [37], the use of appropriate graded meshes [5] can also lead to improved convergence rates.

Corollary 6.5 (error estimates). Let the assumptions of Theorem 6.2 hold. Then, there exists $h_{\ddagger}>0$ such that, for all $h<h_{\ddagger}$,

$$
\begin{array}{r}
\left\|\bar{u}-\bar{u}_{h}\right\|_{s} \lesssim h^{\gamma}|\log h|^{\varphi}, \quad\left\|\bar{p}-\bar{p}_{h}\right\|_{s} \lesssim h^{\gamma}|\log h|^{\varphi}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\} \\
\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}, \quad\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi} \tag{6.14}
\end{array}
$$

Here, $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
Proof. The proof of the estimates in (6.13) and (6.14) follows directly from the combination of the estimates in Theorems 5.1, 5.2, and 6.2.
6.2. Error estimates for the semidiscrete scheme. Let $\left\{\bar{q}_{h}\right\}_{h>0} \subset \mathbb{Q}_{\text {ad }}$ be a sequence of local minima of the semidiscrete optimal control problems such that $\bar{q}_{h} \rightarrow \bar{q}$ in $L^{2}(\Omega)$ as $h \rightarrow 0 ; \bar{q} \in \mathbb{Q}_{\text {ad }}$ denotes a local solution to (4.1)-(4.2) (see section 5.3.3). The main goal of this section is to obtain an estimate for $\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)}$.

The following result, which is instrumental, is analogous to Lemma 6.1.
Lemma 6.6 (auxiliary error estimate). Let $s \in(0,1), r>d / 2 s$, and $f, u_{\Omega} \in$ $L^{2}(\Omega) \cap L^{r}(\Omega)$. Assume that (6.2) holds and that $\bar{q} \in \mathbb{Q}_{\text {ad }}$ satisfies the second order optimality conditions (4.34). Then, there exists $h_{\dagger}>0$ such that

$$
\begin{equation*}
\mathfrak{C}\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)}^{2} \leq\left[j^{\prime}\left(\overline{\mathrm{q}}_{h}\right)-j^{\prime}(\bar{q})\right]\left(\overline{\mathrm{q}}_{h}-\bar{q}\right) \quad \forall h<h_{\dagger}, \quad \mathbb{C}=2^{-1} \min \{\mu, \lambda\} . \tag{6.15}
\end{equation*}
$$

Here, $\lambda$ is the control cost and $\mu$ denotes the constant appearing in (4.34).

Proof. Define $w_{h}:=\left(\overline{\mathrm{q}}_{h}-\bar{q}\right) /\left\|\overline{\mathrm{q}}_{h}-\bar{q}\right\|_{L^{2}(\Omega)}$. We assume that (up to a subsequence if necessary) $w_{h} \rightharpoonup w$ in $L^{2}(\Omega)$ as $h \rightarrow 0$. The arguments elaborated in the proof of Lemma 6.1 guarantee that $w$ satisfies (4.28) and that $\overline{\mathfrak{d}}_{h} \rightarrow \overline{\mathfrak{d}}$ in $L^{2}(\Omega)$ as $h \rightarrow 0$. Here, $\overline{\mathfrak{d}}=\lambda \overline{\mathrm{q}}-\bar{u} \bar{p}$ and $\overline{\mathfrak{d}}_{h}=\lambda \overline{\mathrm{q}}_{h}-\bar{u}_{h} \bar{p}_{h}$. Invoke (5.4) with $q=\bar{q}$ to obtain

$$
\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x=\lim _{h \rightarrow 0} \frac{1}{\left\|\overline{\mathrm{q}}_{h}-\bar{q}\right\|_{L^{2}(\Omega)}} \int_{\Omega} \overline{\mathfrak{d}}_{h}(x)\left(\overline{\mathrm{q}}_{h}(x)-\bar{q}(x)\right) \mathrm{d} x \leq 0 .
$$

Since $\int_{\Omega}|\overline{\mathfrak{d}}(x) w(x)| \mathrm{d} x=\int_{\Omega} \overline{\mathfrak{d}}(x) w(x) \mathrm{d} x \leq 0$, we conclude that if $\overline{\mathfrak{d}}(x) \neq 0$, then $w(x)=0$ for a.e. $x \in \Omega$. Consequently, $w \in C_{\bar{q}}$.

The rest of the proof follows the same arguments used in the proof of Lemma 6.1. For the sake of brevity we omit these details.

We are now in a position to derive an estimate for the error that arises when approximating a locally optimal control variable $\bar{q}$.

THEOREM 6.7 (error estimate). Let $s \in(0,1), r>d / 2 s$, and $f, u_{\Omega} \in L^{2}(\Omega) \cap$ $L^{r}(\Omega)$. Let us assume that (6.7) holds and that $\bar{q} \in \mathbb{Q}_{\text {ad }}$ satisfies the second order optimality conditions (4.34). Then, there exists $h_{\ddagger}>0$ such that

$$
\begin{equation*}
\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi} \quad \forall h<h_{\ddagger}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\} . \tag{6.16}
\end{equation*}
$$

Here $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
Proof. Let us set $q=\overline{\mathrm{q}}_{h}$ in (4.7) and $q=\bar{q}$ in (5.4) to obtain $-j^{\prime}(\bar{q})\left(\overline{\mathrm{q}}_{h}-\bar{q}\right) \leq 0$ and $j_{h}^{\prime}\left(\overline{\mathrm{q}}_{h}\right)\left(\bar{q}-\overline{\mathrm{q}}_{h}\right) \geq 0$, respectively. Using these estimates in the auxiliary error estimate (6.15) we obtain

$$
\begin{aligned}
\left\|\bar{q}-\overline{\mathbf{q}}_{h}\right\|_{L^{2}(\Omega)}^{2} & \lesssim\left[j^{\prime}\left(\overline{\mathrm{q}}_{h}\right)-j_{h}^{\prime}\left(\overline{\mathrm{q}}_{h}\right)\right]\left(\overline{\mathrm{q}}_{h}-\bar{q}\right)=\left(\bar{u}_{h} \bar{p}_{h}-\hat{u} \hat{p}, \overline{\mathrm{q}}_{h}-\bar{q}\right)_{L^{2}(\Omega)} \\
& =\left(\hat{p}\left(\bar{u}_{h}-\hat{u}\right), \overline{\mathrm{q}}_{h}-\bar{q}\right)_{L^{2}(\Omega)}+\left(\bar{u}_{h}\left(\bar{p}_{h}-\hat{p}\right), \overline{\mathrm{q}}_{h}-\bar{q}\right)_{L^{2}(\Omega)}=\mathfrak{J}_{h}+\mathfrak{K}_{h} .
\end{aligned}
$$

Here, $\hat{u}$ and $\hat{p}$ in $\tilde{H}^{s}(\Omega)$ denote auxiliary variables that are defined as the solutions to (6.10) and (6.11), respectively, but where $\bar{q}_{h}$ is replaced by $\bar{q}_{h}$.

Let us estimate $\mathfrak{J}_{h}$. Since $f, u_{\Omega} \in L^{r}(\Omega)$, by applying the Theorem 3.2 , we deduce that $\hat{u}, \hat{p} \in L^{\infty}(\Omega)$. The error estimate (3.5) therefore allows the conclusion that

$$
\begin{equation*}
\mathfrak{J}_{h} \leq\|\hat{p}\|_{L^{\infty}(\Omega)}\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)} \tag{6.17}
\end{equation*}
$$

Here, $\gamma$ and $\varphi$ are as in the statement of the theorem. We now focus on the estimation of $\mathfrak{K}_{h}$. To do this, we introduce the auxiliary variable $\tilde{p}$ as in (6.12), but replacing $\bar{q}_{h}$ with $\overline{\mathrm{q}}_{h}$. With this variable at hand, we invoke (6.7) to obtain

$$
\mathfrak{K}_{h} \leq\left\|\bar{u}_{h}\right\|_{L^{\infty}(\Omega)}\left(\|\hat{p}-\tilde{p}\|_{L^{2}(\Omega)}+\left\|\tilde{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}\right)\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)}
$$

A stability estimate for the problem that $\hat{p}-\tilde{p}$ solves yields $\|\hat{p}-\tilde{p}\|_{s} \lesssim\left\|\hat{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}$. The control of $\left\|\tilde{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}$ follows from noticing that $\bar{p}_{h}$ corresponds to the finite element approximation of $\tilde{p}$ in the framework of $\S 3.3:\left\|\tilde{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}$. A collection of these estimates allows us to conclude that $\mathfrak{K}_{h} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$.

The bound derived for $\mathfrak{K}_{h}$ together with that in (6.17) for $\mathfrak{J}_{h}$ yields the final estimate $\left\|\bar{q}-\overline{\mathrm{q}}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}$. This concludes the proof.

We conclude this section with the following error estimates.

Corollary 6.8 (error estimates). Let the assumptions of Theorem 6.7 hold. Then, there exists $h_{\ddagger}>0$ such that, for all $h<h_{\ddagger}$,

$$
\begin{array}{r}
\left\|\bar{u}-\bar{u}_{h}\right\|_{s} \lesssim h^{\gamma}|\log h|^{\varphi}, \quad\left\|\bar{p}-\bar{p}_{h}\right\|_{s} \lesssim h^{\gamma}|\log h|^{\varphi}, \quad \gamma=\min \left\{s, \frac{1}{2}\right\} . \\
\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}, \quad\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{2 \gamma}|\log h|^{2 \varphi}
\end{array}
$$

Here, $\varphi=\nu$ if $s \neq \frac{1}{2}, \varphi=1+\nu$ if $s=\frac{1}{2}$, and $\nu \geq \frac{1}{2}$ is the constant in Theorem 3.1.
7. Numerical examples. We present three numerical experiments that illustrate the performance of the fully discrete and semidiscrete methods presented in sections 5.1 and 5.2, respectively, when used to approximate a solution to the control problem (4.1)-(4.2). The experiments were performed with a code implemented in MATLAB, and the schemes were solved with a semi-smooth Newton method.

The setting of the experiments is as follows: we let $s \in\{0.1,0.2, \ldots, 0.9\}, \lambda=1$, $d=2$, and $\Omega=B(0,1) ; B(0,1)$ denotes the unit disc. The exact optimal state and the exact optimal adjoint state are given by

$$
\begin{equation*}
\bar{u}(x)=\bar{p}(x)=\left(2^{2 s} \Gamma^{2}(1+s)\right)^{-1}\left(1-|x|^{2}\right)_{+}^{s}, \quad t_{+}=\max \{0, t\} \tag{7.1}
\end{equation*}
$$

7.1. Example 1. In this numerical experiment we go beyond the theory presented and consider $a=0$ and $b=0.5$.


Fig. 7.1. Experimental rates of convergence for $\left\|\bar{u}-\bar{u}_{h}\right\|_{s}$ and $\left\|\bar{p}-\bar{p}_{h}\right\|_{s}$ considering the fully discrete (A.1)-(A.2) and semidiscrete schemes (B.1)-(B.2) for $s \in\{0.1,0.2, \ldots, 0.9\}$.


Fig. 7.2. Experimental rates of convergence for $\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)},\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}$, and $\| \bar{q}-$ $\bar{q}_{h} \|_{L^{2}(\Omega)}$ considering the fully discrete (C.1)-(C.3) and semidiscrete schemes (D.1)-(D.3) for $s \in$ $\{0.1,0.2, \ldots, 0.5\}$.

Figures $7.1-7.3$ show the results obtained for both the fully discrete and the semidiscrete schemes. In Figure 7.1, we show for $s \in\{0.1,0.2, \ldots, 0.9\}$ the experimental convergence rates for $\left\|\bar{u}-\bar{u}_{h}\right\|_{s}$ and $\left\|\bar{p}-\bar{p}_{h}\right\|_{s}$. We observe that the rates predicted in the Corollaries 6.5 and 6.8 are achieved when $s \geq 0.5$. However, when $s<0.5$ the experimental convergence rates exceed those derived in these corollaries. We present experimental convergence rates for $\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)},\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}$, and $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ for $s \in\{0.1, \ldots, 0.5\}$ and $s \in\{0.6, \ldots, 0.9\}$ in Figures 7.2 and 7.3 , respectively. It can be observed that the experimental convergence rates for all involved approximation errors are consistent with the error bounds obtained in section 6 when $s \geq 0.5$. However, when $s<0.5$, the reported experimental convergence rates exceed those predicted in our manuscript. These cases are discussed in Remarks 7.1 and 7.2.

Remark 7.1 (convergence rates: state and adjoint variables). Figures 7.1 and 7.2 show that the experimental convergence rates for the approximation errors associated to the state and adjoint variables, when $s<0.5$, exceed the rates predicted in Corollaries 6.5 and 6.8 but are in agreement with respect to the maximal regularity

$$
\begin{equation*}
H^{s+\frac{1}{2}-\epsilon}(\Omega), \quad 0<\epsilon<s+\frac{1}{2} \tag{7.2}
\end{equation*}
$$

The error bounds that we derive in Corollaries 6.5 and 6.8 are based on the regularity estimates of Theorem 4.4, which in turn are inspired by the results in Theorem 3.1 ([6, Theorem 2.1]). If $s \in(0,0.5], \mathfrak{u} \in H^{2 s-2 \epsilon}(\Omega)$ for every $\epsilon \in(0, s)$, which is weaker than (7.2). As explained in [6, page 1921], one expects the solutions to be smoother than just $H^{2 s}(\Omega)$ if the forcing term $\mathfrak{f} \in H^{r}(\Omega)$, for some $r>0$; however, such a


FIG. 7.3. Experimental rates of convergence for $\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)},\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}$, and $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ considering the fully (E.1)-(E.3) and semidiscrete scheme (F.1)-(F.3) for $s \in\{0.6,0.7,0.8,0.9\}$.
result of higher regularity cannot be derived from [6, Theorem 2.1]. Nevertheless, it is important to emphasize that the estimates in [6, Theorem 2.1] hold under the assumption that $\partial \Omega$ is merely Lipschitz. Finally, we note that the functions $\bar{u}$ and $\bar{p}$ defined in (7.1) satisfy (7.2).

Remark 7.2 (convergence rates: control variable). Figure 7.2 (subfigures (C.3) and (D.3)) shows that the experimental convergence rates obtained for the control variable are higher than those predicted by (6.8) and (6.16) when $s<0.5$. To explain this, we further investigate the regularity properties of $\bar{q}$ in our particular setting. Note that $\bar{u}(x) \bar{p}(x)=\mathfrak{C}\left(1-|x|^{2}\right)_{+}^{\sigma}$, where $\sigma=2 s$ and $\mathfrak{C}^{-1}=\left(2^{2 \sigma} \Gamma^{4}(1+s)\right)$. $\bar{u} \bar{p}$ can thus be regarded as the solution to (1.2) with $s$ replaced by $\sigma, q \equiv 0$, and $f \equiv \Gamma^{-2}(1+s)$. Consequently, the maximal regularity property (7.2) in this case reads $\bar{u} \bar{p} \in H^{\iota}(\Omega)$, where $\iota=\sigma+0.5-\epsilon$ and $\epsilon \in(0, \sigma+0.5)$. In view of the projection formula (4.13), we apply [35, Theorem 1] to obtain $\bar{q} \in H^{\iota}(\Omega)$; observe that $\iota<1.5$. As a result, in terms of regularity and approximation degree, we would expect, for the fully discrete scheme, $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{\omega}$, where $\omega=\min \{2 s+0.5-\epsilon, 1\}$. This is the behaviour observed in Subfigure (C.3). A similar conclusion holds for the semidiscrete scheme. Since $\overline{\mathrm{q}}_{h}$ is implicitly discretized with piecewise linear functions, we would expect $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \lesssim h^{\varpi}$, where $\varpi=\min \{2 s+0.5-\epsilon, 2\}$. However, we observe $\mathcal{O}\left(h^{\omega}\right)$. An important observation in favor of this is the fact that it has been experimentally observed that $\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(\Omega)}$ and $\left\|\bar{p}-\bar{p}_{h}\right\|_{L^{2}(\Omega)}$ do not exceed $\mathcal{O}(h)$; see [6, §6.1].
7.2. Example 2. We consider $a=0.001\|\bar{u} \bar{p}\|_{L^{\infty}(\Omega)}$ and $b=1.5$.

Figure 7.4 shows for $s \in\{0.1,0.2, \ldots, 0.9\}$ the experimental convergence rates for $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ obtained for both the fully discrete and the semidiscrete schemes. We

$$
\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \text { for } a=0.001\|\bar{u} \bar{p}\|_{L^{\infty}(\Omega)}
$$




Fig. 7.4. Experimental rates of convergence for $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ considering the fully discrete (G.1) and semidiscrete schemes (G.2) for $a=0.001\|\bar{u} \bar{p}\|_{L^{\infty}(\Omega)}$ and $s \in\{0.1,0.2, \ldots, 0.9\}$.
note that the experimental convergence rates coincide with those reported in Example 1. This particular result can be attributed to the following fact: the value of $a$ is so small that the singular behaviour of both $\bar{u}$ and $\bar{p}$ described in (7.1) remains present with the computational resources at our disposal. This singular behaviour is inherited by the projection formula (4.13) on $\bar{q}$.
7.3. Example 3. We consider $a=0.95\|\bar{u} \bar{p}\|_{L^{\infty}(\Omega)}$ and $b=1.5$.

$$
\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)} \text { for } a=0.95\|\bar{u} \bar{p}\|_{L^{\infty}(\Omega)}
$$



Fig. 7.5. Experimental rates of convergence for $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ considering the fully discrete (H.1) and semidiscrete schemes (H.2) for $a=0.95\|\bar{u} \bar{p}\|_{L^{\infty}(\Omega)}$ and $s \in\{0.1,0.2, \ldots, 0.9\}$.

In Figure 7.5 we present for $s \in\{0.1,0.2, \ldots, 0.9\}$ the experimental convergence rates for $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ obtained for both the fully discrete and the semidiscrete schemes. We note that $\left\|\bar{q}-\bar{q}_{h}\right\|_{L^{2}(\Omega)}$ achieves the experimental convergence rate $\mathcal{O}(h)$ for both methods and for all considered values of $s$. In contrast to Example 2, we have here that the singular behaviour near the boundary of $\Omega$ disappears when the restriction $a$ is large enough.

Remark 7.3 (fully discrete versus semidiscrete approximation). In the following, we present what we consider to be the most important advantages and disadvantages of each discretization scheme.

## Advantages(A)/disadvantages(D) of the fully discrete scheme:

(A1) The scheme provides an explicit discrete control variable.
(D1) The scheme incurs additional computational costs due to the additional degrees of freedom required to discretize the admissible control set.
(D2) If the control set is discretized with piecewise constant functions, the expected convergence rate for the control approximation is always limited to $\mathcal{O}(h)$.

## Advantages(A)/disadvantages(D) of the semidiscrete scheme:

(A1) A discrete control is not explicitly used in the computational implementation.
(A2) If the state and adjoint equations are discretized with piecewise linear functions, the data are smooth, and $\Omega$ is convex, then the rate $\mathcal{O}\left(h^{2}\right)$ can be obtained for the control approximation in the case $s=1$. For the case $s \in(0,1)$, numerical evidence shows that such a rate is restricted to $\mathcal{O}(h)$.
(D1) An additional effort has to be made to compute an explicit discrete control by the projection formula. This can be interpreted as a post-processing step.
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