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PROBLEM FOR A SEMILINEAR ELLIPTIC PDE*
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Abstract. We consider a bilinear optimal control problem with pointwise tracking for a semi-
linear elliptic PDE in two and three dimensions. The control variable enters the PDE as a (reaction)
coefficient and the cost functional contains point evaluations of the state variable. These point eval-
uations lead to an adjoint problem with a linear combination of Dirac measures as a forcing term.
In Lipschitz domains, we derive the existence of optimal solutions and analyze first and necessary
and sufficient second order optimality conditions. We also prove that every locally optimal control
@ belongs to H (). Finally, assuming that the domain  C R? is a convex polygon, we prove that
a € C%1(Q).
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1. Introduction. The aim of this work is to study optimality conditions and
regularity estimates for an optimal control problem with pointwise tracking. The
state equation corresponds to a semilinear elliptic partial differential equation (PDE)
and the control variable enters the state equation as a reaction coefficient; constraints
on the control variable are also considered. To make the discussion more precise, let
d € {2,3}, let @ C R? be an open and bounded domain with Lipschitz boundary 99,
and let D be a finite ordered subset of Q. Given a set of desired states {y; }:ep and a
regularization parameter a > 0, we introduce the cost functional

1 «Q
(1.1) J(y,u) = 5 Z(y(t) — )’ + §||u||2L2(Q)~
teD

Let f € H=1(Q) be a fixed function. We are then interested in the following optimal
control problem: Find min J(y,u) subject to the semilinear elliptic PDE

(12) _Ay+a(7y)+uy:fln Qv y:OOI’l aQa
and the control constraints
(1.3) u € Ugg, Uug = {v € L*(Q) :a < v(x) < b for ae. x € Q}.

The control bounds a and b are real numbers such that —oo < a < b < 0o and the
nonlinear function a : 2 X R — R is a suitable Carathéodory function that satisfies
the structural assumptions stated in section 2.2 below.

The optimal control of systems governed by PDEs has important applications in
various scientific fields [26, 34, 43, 44]. In general, the mathematical modeling involves
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a control that appears as an additive term in the system, which is called additive

control. Based on the seminal work of J. L. Lions [34], considerable efforts have been

made in recent decades to study additive optimal control, and numerous mathematical

and computational tools have been developed; see, for instance, [6, 26, 43, 19, 13].

However, additive controls are not able to modify some of the key intrinsic properties

of certain systems [7, 29]. For example, if we want to change the reaction rate in some

chain reaction—like processes from chemistry, additive controls amount to controlling
by adding or removing a certain amount of the reactants, which is not realistic. To
solve this problem, it is useful to use specific catalysts to control the systems, which

can be mathematically modeled by bilinear optimal control [7, 29].

In contrast to the additive case, the bilinear counterpart, also known as multiplica-
tive control, enters the state equation as a coefficient that interacts multiplicatively
with the state variable. Several applications of bilinear optimal control can be found
in the literature. In medicine, for example, bilinear controls can be used in modeling
cancer treatments such as chemotherapy, where the drug dose (control) interacts with
the cancer cell population (state) [33, 45, 40]. Other applications include neutron
transport in physics [5] and ecosystem management in ecology [37].

Mathematically, bilinear optimal control can be formulated as in (1.2): The con-
trol variable u enters the state equation as a coefficient and generates the nonlinear
coupling uy, which exactly shows the bilinear structure of the control [32, 11]. Com-
pared to the additive case [43], the bilinear optimal control entails some additional
difficulties. First, even in the linear case a = 0 in (1.2), the control-to-state map is
nonlinear, so the uniqueness of optimal solutions cannot be guaranteed [32, 11]. As
a result, the optimization problem is nonconvex and a complete optimization study
requires the derivation of second order optimality conditions [32, 11, 12]. Second,
the sign of u is not necessarily positive. Therefore, the derivation of the second-
order conditions differs significantly from the classical case [43, 17, 14]: several re-
sults concerning the well-posedness and differentiability properties of the control-to-
state and control-to-adjoint state maps are not standard [11]. We refer the reader to
[32, 22, 10, 11] for the analysis of some bilinear optimal control problems.

Our optimal control problem (1.1)—(1.3) corresponds to a special case of bilinear
optimal control. In particular, (1.1)—(1.3) is characterized by a cost functional .J
that contains point evaluations of the state variable. This structure leads to an
adjoint problem with a linear combination of Dirac measures as a forcing term. As
a consequence, and in contrast to the state equation, which can be posed naturally
in H}(Q), the analysis of the adjoint problem must be performed in a less regular
Sobolev space, for example, in Wol’T(Q) (r<d/(d—1))asin [8, 18, 4, 2]. The latter
complicates the analysis of the optimal control problem, especially when deriving
optimality conditions and regularity estimates.

Apart from the fact that this presentation is the first one that studies a bilinear
optimal control problem with pointwise tracking, the analysis itself entails a number
of difficulties. To overcome them, we had to provide several results. Let us briefly
discuss some of them:

o The state equation: We review the well-posedness of (1.2) for controls u that belong
to the set Ag C L*(Q2) defined in (3.1). Note that the involved controls are not
necessarily positive. We also derive regularity results and analyze differentiability
properties of the underlying control-to-state map.

e The adjoint equation: We derive the well-posedness of the singular adjoint problem
for controls u belonging to the set A C L?(£2) defined in (4.8). We also analyze the
differentiability properties of the underlying control-to-adjoint state map. Finally,
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under the assumption that {2 is a convex polytope, we prove that the solution of
the adjoint equation belongs to H? and C%! away from the singular points.

o Optimality conditions: We derive first order and second order necessary and suffi-
cient optimality conditions. To this end, we have adapted the arguments from the
additive case to the bilinear scenario and also dealt with the non-smoothness of the
corresponding adjoint state.

o Regularity of locally optimal controls: We prove that every locally optimal control @
belongs to H'(Q2). If Q C R? is a convex polygon, we prove that @ € C%1(Q). This
requires a precise understanding of the multiplication gp near the singular points.

The structure of this manuscript is as follows. Section 2 establishes the main nota-

tion and assumptions that we use in this paper. In section 3, we prove the existence

and uniqueness of solutions for a weak formulation of the state equation (1.2), derive
suitable regularity properties for the state variable, and analyze differentiability prop-

erties of the corresponding mapping v — y. In section 4, we propose and analyze a

weak formulation for the optimal control problem (1.1)—(1.3). More precisely, we show

the existence of optimal solutions, analyze the adjoint problem and derive regularity
estimates for its solution as well as first and second order optimality conditions. We
conclude in section 5 with regularity results for locally optimal controls.

2. Notation and assumptions. In this section we present the main notation
and assumptions under which we will work.

2.1. Notation. In the context of our work, d € {2,3} and Q C R? is an open
and bounded domain with Lipschitz boundary 9§2. We will make further regularity
requirements on {2 to perform regularity estimates.

For a Banach function space X, we denote the dual and the norm of X by X’ and
I - ||z, respectively. Let 9 be another Banach function space. We write X <— ) to
denote that X is continuously embedded in ). We denote by (-,-)x/ x the duality
pairing between X’ and X. If X’ and X are clear from the context, we write (-,-).
Let {xn}tneny C€ X. We denote the strong, the weak, and the weak* convergence of
{Zn}nen to x in X as n 1 oo by z,, — z, T, — x, and z,, = z, respectively.

By a < b we mean a < Cb, with a constant C' > 0 that depends neither on a nor
on b. The value of C' might change at each occurrence. If the particular value of C is
important for our analysis, we will give it a name.

2.2. Assumptions. To perform an analysis for our optimal control problem,
we make three assumptions on a: (A.1), (A.2), and (A.3). We emphasize that as-
sumptions (A.1) and (A.3) are classical assumptions in the analysis of optimal control
problems governed by semilinear elliptic PDEs [15, 43]. In contrast, the assumption
(A.2) has recently been introduced in [11] in the context of bilinear optimal control.

(A1) a: QxR — R is a Carathéodory function of class C? with respect to the
second variable and a(-,0) € L?(9).

(A.2) There exists a function ag € L> () such that g—;(x, y) > ap(x) for a.e. x € Q
and for all y € R.

(A.3) For all m > 0, there exists a positive constant C, m such that

2

>

i=1

9%a 9%a

d'a
o "0 g

a 5 < ms
9y (ar,y)' < C,,

w)| < Cum v — ]

for a.e. z € Q and y,v,w € [-m,m].
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3. The state equation. In this section we analyze the state equation (1.2). For
this purpose, following the ideas developed in [11], we introduce the set

(3.1) Ao :={u € L*(Q) : ag(z) +u(z) >0 for a.e. x € Q},

where ag is as in (A.2). Given f € LI(Q) for some ¢ > d/2, we introduce the following
weak formulation of the state equation (1.2): Find y € H}(Q2) such that

(3.2) /Vy-Vvd:c—i—/a(-,y)vdx—i—/uyvdx:/fvdx Vv € Hi(Q).
Q Q Q Q

The well-posedness of the weak problem (3.2) is as follows. We note that, contrary
to the usual assumptions v € L®°(2) and w > 0 a.e. in Q (see, for instance, [43,
Assumption 4.2 (ii)]), we have that « € L?(2) and that ag +u > 0 a.e. in Q.

THEOREM 3.1 (well-posedness). Let us assume that (A.1)—(A.3) hold. Given u €
Ao and f € L1(Q) for some q > d/2, there exists a unique solutiony € H}(Q)NL> ()
for problem (3.2). In addition, we have the following stability bounds

(3.3) IVyllzz) < IIf —a(, 0)[|a-1(0), lyllze () SIIf —al-,0)||Lac),

where the hidden constant in the L™ (Q))-estimate is independent of y, a, and f.
Proof. We begin the proof by noting that the assumptions (A.1)—(A.3) guarantee

the following property: for all m > 0, |a(z,y)] < Comm + |a(z,0)] =: ¥m(x) for

a.e. ¢ € Q and for all |[y| < m. Note that for all m > 0, 1, belongs to L9(2) for some
q > d/2. Next, as in the proof of [11, Theorem 2.4], we introduce the function

b: OxR—-R: (z,y) = bz, y) := a(z,y) — a(x,0) — ag(x)y.

The function b satisfies the following three properties. First, b(x,0) = 0 for a.e. x € Q.
Second, 9b/dy(z,y) = da/dy(x,y) —ap(x) > 0 for a.e. z € Q and for all y € R. Third,
for allm > 0, |b(z,y)| < (Com+ |ao(x)])m =: xm(x) for a.e. z € Q and for all |y| < m.
For all m > 0, the function X, belongs to L°°(€). With the function b in hand, we
rewrite the problem (3.2) as follows: Find y € Hg () such that, for every v € H}(Q),

(3.4) / Vy - Vudz +/ b(-, y)vdz + / [u+ aolyvdz = /[f —a(-,0)Jvdz.

Q Q Q Q
Let us now analyze the problem (3.4). For this purpose, we introduce a truncation by
of the function b as follows: For an arbitrary k& > 0, we define, for a.e. x € Q,

bi(z,y) = bz, k) if y >k, bp(z,y) =b(z,y) if ly| <k, bp(z,y) = bz, —k) if y < —F.

We note that |bg(z,y)| < xk(z) for a.e. x € Q and for all y € R, where xi € L (Q).
With the truncation b; at hand, we introduce the following weak problem: Find
yr € HE(Q) such that, for every v € H} (),

(3.5) /QVyk-Vvder/Qbk(~,yk)vdx+/Q[quao]ykvdx:/Q[f—a(o,o)]vdx.

Define A : H}(Q) — H™ () as (A(w),v) := [, Vw - Vodz + [, (u + ag)wvdz for
every v € HE(Q)). The linear map 2, which is related to the linear part of (3.5), is
continuous and coercive in H}(Q2). In fact, for every w € H{(2), we have

12(w) | rr-1(2) < [1+ Cicallu+aoll 2] IVwliza@),  (@A(w),w) > [[Vwllf2q),
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where Cjc,5 denotes the best constant in H}(Q) — L*(Q). To derive the coercivity
property we have used that u € Ag so that ag +u > 0 a.e. in 2. We now define

(3.6) B, : HY(Q) — HH(Q), (Br(w),v) == <Ql(w)7v>+/ﬂbk(-,w)vdx.

If we proceed as in the proof of [43, Theorem 4.4], we can prove that By is strongly
monotone, coercive, and hemicontinuous in H}(2). Thus, an application of the main
theorem on monotone operators [38, Theorem 2.18] yields the existence and unique-
ness of y, € H(9), which solves (3.5). A stability estimate in Hg () follows from
setting v =y, in (3.5). The bound |lyx|| () < cooll.f —a(-,0)| £e(q) follows from the
arguments developed in the proof of [43, Theorem 4.5]; see also [31, Theorem B.2] (¢oo
is independent of k). Given this bound, we can deduce that by (x, yx(x)) = b(x, yx(z))
for k sufficiently large and for a.e. x € Q. Consequently, y; solves the original problem
(3.4). The uniqueness of solutions follows from (A.2) and the monotonicity of b. O

3.1. Regularity results. The following result shows that we can expect better
Sobolev regularity properties when f is slightly smoother.

THEOREM 3.2 (Sobolev regularity). Let the assumptions of Theorem 3.1 hold.
If, in addition, f € L*(S2), then there exists k > 4 ford =2 and k>3 for d =3, so
that the solution of (3.2) belongs to W1(Q) N C%<(Q). We also have the bound

(3.7) IVyllzs () + ¥llcos@) S I = al0)llzz@) (1 + lullz2())

where < is such that 0 < ¢ <1—d/k < 1.

Proof. We first note that (A.1)—(A.3) and f € L?(2) together with the fact that
y € L>=(Q) (cf. Theorem 3.1) allow us to prove that g := f —a(-,y) —uy € L*(Q) and

(3.8) Mgllzz) < IIf —al,0)|lL2@) + llal-y) —a(-,0)|lL2(0) + lluyll L2 (o)
SIF—al, 02 [T+ Cam + ulle)], m=[yllze)

We have also used that [|y||z~@) S If — a(-,0)||z2(0). We now perform a simple
calculation based on the definition of negative Sobolev norms and standard Sobolev
embeddings to conclude that g € W=%%(Q) for some x > 4 when d = 2 and for some
k > 3 when d = 3. The desired bound for ||[Vyl|z«) results from the application
of [27, Theorem 0.5] (x may be further restricted if necessary). Finally, invoking [1,
Theorem 4.12, Part II], we obtain that y € C%<(Q) along with the desired bound. O

Remark 3.3 (Holder regularity). Let the assumptions of Theorem 3.1 hold. In
the case where f € L9(Q) and a(-,0) € L), for some g > d/2, the arguments
used in the proof of Theorem 3.2 allow us to derive the following regularity results:
there exists k > 2 for d = 2 and k > 3 for d = 3 such that y € W¥(Q) N H(Q).
Since k > d, an immediate application of [1, Theorem 4.12, Part II] shows that
y € C%¥(Q), where v satisfies 0 < v < 1—d/k < 1. In Theorem 3.2, however, we have
assumed that f € L(Q). The fact that a(-,0) € L?(Q) follows from assumption (A.1).
These stronger regularity assumptions on the data are necessary to obtain the H?()-
regularity result derived in Theorem 3.4 below, which is essential for analyzing finite
element schemes [12, Remark 2.4]. We emphasize that in this work, our intention is
to lay the foundations for the development of finite element schemes.

We continue with a standard H?((2)-regularity result on convex domains.
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THEOREM 3.4 (H?(Q)-regularity). Let the assumptions of Theorem 3.1 hold. If,
in addition,  is conver and f € L*(Q), then the solution y of problem (3.2) belongs
to H?(Q) and lylle2) S I1f = al- 0)ll2) (1 + flullL20))-

Proof. The proof follows directly from [23, Theorems 3.2.1.2 and 4.3.1.4] for d = 2
and [23, Theorem 3.2.1.2] and [36, section 4.3.1] for d = 3 in conjunction with the
fact that g = f — a(-,y) — uy € L?(Q2) and satisfies the bound (3.8). ]

3.2. Differentiability properties. We now examine differentiability properties
of the map wu +— y, where y corresponds to the solution of problem (3.2).

THEOREM 3.5 (differentiability properties of u +— y). Let us assume that (A.1)-
(A.3) hold and let f € L?*(Q). Let D() = {y € HE(Q) : Ay € L*()}. Then there
exists an open set A in L?(Q) such that Ay C A and for every u € A the problem
(3.2) has a unique solution y € HL(Q)NC%<(Q), where 0 < s <1—d/k <1 and k is
as in the statement of Theorem 3.2. Moreover, there exists a map S : A — D(Q) of
class C? so that for every u € A we have the following properties:

(i) S(u) =y € H}(Q) N C%(Q), where y is the unique solution to (3.2),

(ii) for every h € L?(Q), the function z = S'(u)h € HE (Q)NC%<(Q) is the unique

solution to the problem

(3.9)  (V2,Vu)r2(q) + (%Z(wy)za”) + (uz,v)2(0) = —(hy,v) L2 ()

L2()

for allv € HE (), and )
(iii) for every hi,ha € L?(Q), the function v = 8" (u)hihy € H(Q) N C%(Q) is

the unique solution to the problem

(3.10) (V%VU)L?(SZ) + (%Z(ny)%v) 12 + (U%U)m(sz)

(@)
2

= —(h1Z2 + hgzl,’U)L'Z(Q) — (g—yg(.,y)ZQZl,’U)Lz(Q)

for allv € HE(Y), where z; = S’ (u)h; and i € {1,2}.
Proof. We begin the proof by introducing the following norm in D():
(3.11) lyllp) = IVyll2) + 1AVl L2 (), y € D(Q).

It can be proved that D(2), endowed with this norm, is a Banach space. We now
prove that D(Q) < C%<(Q). In fact, let y € D(Q). Note that y can be seen as the
weak solution to the following problem: Find y € H}(2) such that —Ay = g in  and
y =0 on 9, where g € L?(Q2). An application of [27, Theorem 0.5] shows that

”y”CUv%’(Q) S HV?J”L“(Q) N Hg||L2(Q) N Hy”D(Q)-
We now define
F:LXQ) x DQ) = L*(Q),  (u,y) — F(u,y) = —Ay+a(,y) +uy — f.

Based on the assumptions (A.1)—(A.3), it follows immediately that F' is well-defined
and that F is of class C?. The rest of the proof follows from the arguments developed
in [11, Theorem 2.5] in combination with the arguments elaborated in the proofs of
Theorems 3.1 and 3.2. In our framework, the open set A is as follows:

(3.12) AcCL*(Q), A= |J B, (w), 0<e<C2,
u€Ag



BILINEAR POINTWISE TRACKING OPTIMAL CONTROL 7

Here, B., (i) denotes the open ball in L?*(2) centered at 4 € Ay of radius ; and
Cyeyo corresponds to the best constant in the Sobolev embedding H}(Q2) — L*().0

As explained in the following remark, problems (3.9) and (3.10) are well-posed.

Remark 3.6 (well-posedness of (3.9) and (3.10)). Let u € A and y = S(u); A is
defined in (3.12). By construction, we have the existence of @ € Ag and e < C;.2,
such that u € Be, (). Define the form B : H}(Q) x H}(2) — R by

(w,v) — B(w,v) := / Vw - Vodz +/ [%('79) + ﬂ] wvdzx + / (u — @)wuvdz.
Q Q Q

It is clear that B is a bilinear and continuous form in Hg () x H} (). Moreover, the
bilinear form B is coercive in H}(Q) x H (). In fact, given w € H}(Q), we have

(313) B(w,w) > [Vwlizq) = llu— il 2@ lwlisg) = (1 = 2aCioo) [Vwlliz ),

where we have used H}(Q) — L*(9), the assumption (A.2), and the fact that @ € Ay.
Given h € L*(Q), it is clear that L defined by Hg () 3 v — L(v) = —(hy,v)2(0) € R
is linear and continuous. Therefore, a simple application of the Lax-Milgram lemma
shows that (3.9) is well-posed. Moreover, using (3.13) and (3.3) we can obtain

IVzllz2) < CllRllz2 o) IVYllLz) < CllblL2@)llf —al-0) [l z-1(q),

where C = C2_,(1 — £4C%_,,)~ 1. The fact that z € C%<(Q) follows from the argu-
ments developed in the proof of Theorem 3.2. The same arguments show that (3.10)
is also well-posed and similar arguments show that v € C%<().

4. The optimal control problem. In this section, we introduce a weak for-
mulation of the optimal control problem (1.1)—(1.3), analyze the existence of optimal
solutions, and study the well-posedness, as well as differentiability and regularity
properties, of the associated adjoint problem. With these results at hand, we derive
first and necessary and sufficient second order optimality conditions.

The weak formulation mentioned above reads as follows: Find

(4.1) min {J(y,u) : (y,u) € H}(Q) N CO(Q) x Uaa}
subject to the monotone, semilinear, and elliptic PDE

(4.2) (Vy7 Vv)Lz(Q) + (CL(~7 y), v)L2(Q) + (uy, ’U)Lz(g) = (f, ’U)Lz(Q) Yo € H& (Q)

Here, a : Q x R — R satisfies (A.1)-(A.3), f € L?(), and ¢ is such that 0 < ¢ <
1 —d/k < 1, where k is as in the statement of Theorem 3.2.

To perform an analysis for the optimal control problem (4.1)—(4.2), we make the
following assumption [11, Assumption 3.1]:

(4.3) ap(z) +a>0 forae z €.

From this assumption it follows directly that U,q C Ap C A. We recall that the set
Ay is defined in (3.1) and the set A is given as in (3.12).

Under assumption (4.3), we are in a position to apply the results of section 3
directly. In particular, we have for u € U,4 the existence and uniqueness of a solution
y € HE(Q) N C%(Q) to problem (4.2). We note that since y € C%<(Q), the point
evaluations of y in (1.1) are well-defined.
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4.1. Existence of solutions. In Theorem 3.5 we have proved the existence of
the control-to-state map S : A — HE(Q) N C%<(Q), which assigns to a control u the
unique state y that solves (4.2). With this map in hand, we introduce the notion of
global solution: @ € Ugyq is a global solution of (4.1)—(4.2) if J(S(a@),a) < J(S(u),u)
for all uw € Uyg. If @ is a global solution, the pair (7, @), where § = S(@), is called a
globally optimal state—control pair.

The existence of a globally optimal state—control pair is as follows.

THEOREM 4.1 (existence of global solutions). The control problem (4.1)~(4.2) ad-
mits at least one globally optimal state—control pair (§,4) € HE(Q) N C%(Q) x Ugq.

Proof. The proof follows from an adaptation of the arguments elaborated in the
proof of [43, Theorem 4.15] to our bilinear scenario with pointwise tracking. For
brevity, we omit the details. 0

4.2. The adjoint equation. To derive optimality conditions, we introduce the
adjoint equation. Let u € A and let y = S(u) (cf. Theorem 3.5). Let 7 be such that

(4.4) re(1,2)ifd =2, re[g2)ifd=3,

and let s be the Holder conjugate of r, i.e., s is such that 1/r + 1/s = 1. We note

that s > d. In this framework, we introduce the adjoint equation as follows: Find
1,r

p € Wy () such that

(4.5) /va.Vde/Q [%g(-,y) +u} pwdz =Y ((y(t)—y:)d,w)  Yw € Wy*(Q).

teD

Here, (-,-) denotes the duality pairing between W~17"(Q) and W, *(Q2). We note
that the restriction r > 6/5 in three dimensions in (4.4) guarantees that the term
([0a/0y(-,y) + ulw, p)r2(q) in (4.5) is well-defined because

peEWS" () = LX(Q),  we Wy (Q) = C(9);

see [1, Theorem 4.12, Part I, Case C] and [1, Theorem 4.12, Part II], respectively.

4.2.1. Well-posedness. We now establish the well-posedness of the adjoint
problem (4.5). To do so, we consider two cases: u € Ag and u € A\ Ap.

THEOREM 4.2 (well-posedness of the adjoint problem I). Let u € Ay, let y =
S(u), and let r be as in (4.4). Then, there is a unique solution p € Wol’T(Q) for (4.5).
Moreover, we have the bound

(4.6) VPl SIF = al 02 + Y lul;
teD

where the hidden constant depends on #D but is independent of p.

Proof. If u € Ap, the proof follows from slight modifications of the arguments
developed in the proof of [41, Théoréeme 9.1]. It is important to note that in our
framework the strict positivity of the reactive coeflicient required in [41, Théoréme
9.1, assumptions (9.2) and (9.2’)] can be relaxed so that it is nonnegative a.e. in Q.0

To analyze the well-posedness of (4.5) in the case that u € A\ Ag, we introduce
the following bilinear form: Q,, : Wy (Q) x W, *(Q) — R, where

da
y

S

Qu(v,w):= | Vw-Vodz +/ [ (,y) + u} vwdz, u € L*(9).
Q Q
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It is immediate that Q, is well-defined and continuous in Wy (Q) x Wy*(€2). More-
over, the well-posedness result of Lemma 4.2 directly implies the following inf-sup
condition for u € Ay [20, Theorem 2.6]: there exists § > 0 such that

uv7w T
(47) BVl < s 22y e i),

wewd (@) IVWlize@
To present the next result, we further restrict € in the definition of A in (3.12):

(48) AcCL*(Q), A= |J B.,(@), 0<es<min{C,2,,8C,Cot, .}

a€Ap

where Caey, and Cooeys denote the constants involved in VVO1 () — L?(Q) and
Wy () < C(), respectively. The well-posedness of the problem (4.5) for u € A\ Ag
is therefore as follows.

THEOREM 4.3 (well-posedness of the adjoint problem II). Let u € A\ Ay and
let y = S(u). Let r be as in (4.4). Then, there is a unique solution p € W' (Q) for
(4.5) that satisfies the bound (4.6) with a hidden constant that depends on u and #D
but is independent of p.

Proof. Let u € A\ Ag. We rewrite the adjoint problem (4.5) as follows:

(4.9) PEWFT(Q): Qulp,w) =Y ((W(t) —y)di,w) Vw e Wy*(9).
teD

To examine the well-posedness of (4.9), we verify the conditions (BNB1) and (BNB2)
in [20, Theorem 2.6] for Q,,.

(BNB1): We first verify the inf-sup condition for @Q,, in [20, Theorem 2.6, (BNB1)].
Since u € A, from (4.8) there exists 4 € Ag and an open ball B, (4) C LQ(QP such
that u € B., (@). Let us now observe that for all v € W' (2) and for all w € W, *(9),
Qu(v,w) = Qa(v,w) + ((u — 1), vw)2(q). It therefore follows from (4.7) that

s u 'an T
BlIVollpr) < sup Qu(v,w) Yo € W, (),

wEW,* () HVU}HLS(Q)

where B = B — C24,Cooss€5. The modification in (4.8) leads to the conclusion that
8> 0.

(BNB2): We now verify the second condition for @, in [20, Theorem 2.6, (BNB2)].
Let w € Wy "*(Q) be such that

(4.10) Qu(v,w) =0 Yue Wy (Q).
We need to prove that w = 0. To do this, we first note that (4.10) holds for all

v e Wp(Q). In fact, since r < s, it follows that Wy '*(Q) < W, (). We can
therefore set v = w in (4.10) and proceed as in Remark 3.6 to obtain that

0= Qu(w,w) > (1 —zCi_,)|Vw|72q) = 0.

From this inequality and (4.8) it follows that w = 0, as we intended to show.
The stability estimate (4.6) follows from an application of the bound (2.5) in [20,
Theorem 2.6]. d
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4.2.2. The control-to-adjoint state map: differentiability. We define the
control-to-adjoint state map as follows: ® : A — I/VO1 (), which, given a control
u € A, associates to it the unique adjoint state p = ®(u) that solves (4.5). Here, A
is described in (4.8). In light of Theorems 4.2 and 4.3, the map ® is well-defined. In
the following result, we show that ® is differentiable.

THEOREM 4.4 (differentiability properties of u — p). Let r be as in (4.4). Then,
the map @ : A — W&’T(Q) is of class C*. Moreover, for every u € A and for every
h e L2(Q), the function n = ® (u)h € Wy () is the unique solution to

(4.11) /Vw-Vndx+/ {aa(-,y)—ku} nwdaz
Q o Loy

:Z<Z(t)5t,w>—/ [62“

5 a—yQ(,y)z + h} pwdr Yw € Wol’S(Q),
teD

where 1= + 571 =1, y = S(u), and z = S'(u)h.

Proof. First, we show that problem (4.11) is well-posed. To this end, we note
that the involved bilinear form @, satisfies the conditions (BNB1) and (BNB2) in
[20, Theorem 2.6] provided that u € A; see Theorems 4.2 and 4.3. We also note that,
since y € H3 () N C%<(Q) (cf. Theorem 3.2), 2 € HL(Q) N C%<(Q) (cf. Theorem 3.5)
and p € W' () (cf. Theorems 4.2 and 4.3), it can be proved that the forcing term
in (4.11) belongs to W=17(£2). Thus, we have all the ingredients for the application
of [20, Theorem 2.6] and can deduce that problem (4.11) is well-posed.

To prove the differentiability of ®, we define

G AXWT(Q) = W(Q), Glup) = —Ap+ (32() +u) p— Y (u(E) — )3,

teD

where y = S(u). From (A.1)-(A.3) it follows that G is well-defined and that G is of
class C''. Moreover, for (i, p) € A x Wy (Q), the derivative %—g(ﬁ,]ﬁ) is given by

oG — 1,r —1,r . % _ _
6—p(u,p).WO Q) =W r"(Q), he Ah+<ay(,y)+u)h,

where § = S(u). The map 0G/0p(@, p) is linear and continuous. It satisfies the bound

8G 1 _ T
(4.12) H(ﬂ’ﬁ)hH S (14CamlQ2 + ] 2@) I VAl Lr @) Vb € Wy ().
Ip W-1r(Q)

Applying the results of Theorems 4.2 and 4.3, we deduce that 0G/dp(@,p) is a bi-
jection. From this, from the bound (4.12), and from the application of the open
mapping theorem, we can conclude that G /9p(4, p) is an isomorphism. An applica-
tion of the implicit function theorem thus implies that ® is of class C'. Finally, the
fact that n = ®’(u)h is the solution of (4.11) follows from differentiating the relation
G(u, ®(u)) = 0. This concludes the proof. |

4.2.3. Regularity results. We now analyze suitable regularity properties for
the solution of the adjoint problem, which are important to derive regularity properties
for locally optimal controls. To begin our analysis, we introduce the set

(4.13) E={teD:y(t) #uy}.
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We immediately note that if £ = @, then p = 0.
Following the arguments in the proofs of [9, Theorem 3.4] and [4, Lemma 5.2], we
now state and prove the following regularity result.

THEOREM 4.5 (local regularity). Let r be as in (4.4). Let p € Wy () be the
solution of problem (4.5), where y = S(u) and u € Uyq. If Q is a convex polytope,
then

(414) pE H2 (Q \ UtGSBt) N 0071((2 \ UtGSBt)o

Here, By C ) denotes an open ball centered at t € £ of strictly positive radius.

Proof. We assume that £ # () and proceed as in the proof of [4, Lemma 5.2] and
[2, Theorem 3.4]. For every t € &, let B; and C; be open balls with center in ¢ and
strictly positive radii such that B; € Cy C Q. Let ¢ : Q — [0, 1] be a smooth function
satisfying the following conditions:

(4.15) ¢zlinQ\U@, ¢50inUBt, ¢>omUct\UBt.
teé te€ te& teg

Define ¥ := ¢p. Since p corresponds to the weak solution of (4.5), simple calculations
show that ¥ can be seen as the distributional solution of the following problem:

(4.16) — AV = —pAy —2Vp - V) — g—Z(-,y)pz/) —upyp in Q, ¥ =0 on IN.

Define g := —pAy — 2Vp - V) — %Z(" y)pY — upy. We note that

supp

S () - w0

teD

= U{t} = [Z(y(t) - yt)ét‘| 1 =0,

tef teD

because of the construction of ¢ (cf. (4.15)). From the properties of p, ¥, a, y, and
u, it follows that g € H~1(Q). This implies that there is a unique ¥ € Hg (£2) which
solves (4.16). Moreover, it can also be proved that g € L"(2). This, the convexity
of Q, and the regularity result of [23, Theorem 4.3.2.4] for d = 2 and [36, Theorem
4.3.2] for d = 3 guarantee that ¥ € HZ(Q) N W27 (). This regularity result and the
properties of ¢ show that p € W27 (Q\ Usee By).

We now use a bootstrap argument to improve the previously derived regularity
result for p. For this purpose, we use the embedding W27 (Q \ Useg By) — H(2\
Usee By), which holds because 7 is as in (4.4), to obtain that g € L?(2). By applying
[23, Theorem 4.3.1.4] for d = 2 and [36, Theorem 4.3.2] for d = 3, we obtain that
¥ € H?(Q). From this we conclude that p € H?(2\ U;ee By). Based on a Sobolev
embedding, this shows that p € W16(Q\Usce By). A second application of a bootstrap
argument with the improved derived regularity of p, in conjunction with [4, Lemma
4.1], allow us to obtain that ¥ € W1>°(Q). Relying on [25, Theorem 4.1], which
provides the equivalence W1 (Q) = C%1(€), and the regularity properties of v, we
can finally conclude that p € C%(Q\ Usee By). d

4.3. Optimality conditions. In this section, we analyze first and second order
optimality conditions for problem (4.1)—(4.2). Since this optimal control problem is
not convex, the optimality conditions are discussed in the context of local solutions in
L2(2) [43, page 207]. We say that 4 € Ugq is a local solution of problem (4.1)—(4.2)
in the sense of L?(Q2) if there exists € > 0 such that

J(S(u),u) < J(S(u),u) Yu € Usq : lu—ullr2q) <e.
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i € Uyg is called a strict local solution in the sense of L?(2) if there exists € > 0 such
that J(S(u),u) < J(S(u),u) for all u € Uyg \ {u} such that ||u —ur2) <e.

4.3.1. The reduced cost functional. To derive first and second order opti-
mality conditions, we introduce the reduced cost functional j as follows:
(4.17) jrA—=R, Jjlu) == J(S(u),u).
We recall that A C L2(€) is defined in (4.8). We now analyze differentiability prop-
erties of the cost functional j.

LEMMA 4.6 (differentiability of j). Let u € A, let y = S(u), and let p = ®(u),
where ® is defined in Theorem 4.4. The functional j is of class C? and the derivatives
of 7 are given by the following expressions:

(4.18) ' (u)h = /Q(ozu —yp)hdz  Vh € L*(),

(4.19) 3" (u)(h1, he) = / (ahy — zop — ym2)hidaw = /(ochl — z1p — ym )hodz
Q Q

for all hy,hy € L*(Q). Here, z; = S'(u)h; and n; = ®'(u)h;, where i € {1,2}.
Proof. The fact that j belongs to the class C? follows from the chain rule in

conjunction with the fact that S belongs to the class C?; see Theorem 3.5.
Let us now derive (4.18). Let h € L?(Q2) and note that

(4.20) Fah =3 — ) - 2 + (o, h) ),

teD
where z = S§'(u)h solves (3.9). Thus, it suffices to analyze ), 5 (y(t) —y:)-2(t). To do
this, we set w = z in (4.5). This is possible because z belongs to Hg () NW1+(Q) for
some Kk > 4 in two dimensions and for some x > 3 in three dimensions; see Theorem
3.5. From this it can be deduced that

(4.21) /Q [Vz - Vp + (gZ(~,y) + u> pz} dz = g;(y(t) — ) - 2(t).

We would now like to set v = p in the problem that solves z, i.e., problem (3.9).
Unfortunately, this is not possible because p does not belong to Hi(£2). To solve
this situation, we use a density argument as in the proof of [3, Theorem 1]: Let
{pr}ren C C5°(Q) be such that pp, — p in Wy () as k 1 0o. Since py € HA(Q), we
can set v = py, in (3.9) and obtain the following relation

0
(4.22) / [Vz -Vpr + (a(-,y) + u) zpk} dzx = —/ hyprdx vk € N.
Q Ay Q
From the fact that p € Wy (Q) for every r < d/(d — 1) and in particular for an r
arbitrarily close to d/(d — 1), we deduce that z € HE(Q) N WH5(Q) < Wy *(Q). We

therefore use that y € H(Q)NC%<(Q) (cf. Theorem 3.2), that u, h € L(£2), and that
pr — pin Wy () as k 1 oo, to obtain

/Vz~Vpdxf/Vz-Vpkd:1:
Q Q
da Oa
—(,y)zpdr — | — (-, y)zprde
/Q ay( y)zp /Qay( Y) 2Pk

/hypda?—/ hyprdx
Q Q

<[ Vz]

Lo @IV =)l Lr ) — 0,

< Camlzllc@llp — pellLi@) — 0,

< |Pllzz@ lylle@llp — pellzz @) — 0,
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and (uz,pr)r2() — (uz,p)r2(Q) as k 1 oo. Taking the limit in (4.22) as k 1 oo, we
can therefore conclude that

da

(4.23) /Q [Vz - Vpdz + (ay(" y) + u) zp} dz = —(hy,p) L2 ()-

Comparing (4.23) and (4.21), we obtain —(hy,p)r2() = > _1ep(W(t) — yz) - 2(t). Re-
placing this identity into (4.20), we obtain the desired identity (4.18).

Finally, (4.19) follows from (4.18), Theorems 3.5 and 4.4, and the fact that j is of
class C2, which guarantees that 5" (u)(hy, ho) = 5" (u)(hg, hy) for every hy, hy € L?(Q);
see [28, Remark 1.2.2]. For the sake of brevity, we omit the details. O

4.3.2. First order optimality conditions. From the differentiability proper-

ties obtained in Lemma 4.6, we can derive first order optimality conditions.

THEOREM 4.7 (necessary first order optimality conditions). Every locally optimal
control u € Uyq satisfies the following variational inequality:

(4.24) (att — yp,u — ﬂ)Lz(Q) >0 Vue€ U,
where §j = S(a) and p = ®(a), i.e., p is the solution to (4.5) with u and y replaced by
u and y, respectively.

Proof. If @ € Uyq is a locally optimal control for problem (4.1)—(4.2), then
j(@)(u—a) > 0 for all u € Uy [43, Lemma 4.18]. Thus, the desired result fol-
lows directly from the characterization of j given in (4.18). |

4.3.3. Second order optimality conditions. We now establish necessary and
sufficient second order optimality conditions. To do so, we first introduce some pre-
liminary considerations. Let (7, ,@) € Hg(Q2) N C%(Q) x Wy () x Uq satisfy the
first order optimality conditions (3.2), (4.5), and (4.24). Define p := a@ — gp. Since
€Uy CACL*Q) and p € Wy (Q) < L) (recall that r is as in (4.4)), it
follows that p € L?(©2). On the other hand, we note that the variational inequality
(4.24) implies for a.e. z € i

(4.25) p(x) > 0if a(x) = a, p(x) <0 if a(x) =, p(z) =0if a < a(z) <b.
We now introduce the cone of critical directions

(4.26) Cy:= {h € L*(Q) satisfying (4.27) and h(z) = 0 if p(z) # 0 a.e. z € Q},

where the condition (4.27) reads as follows:

(4.27) h(z) > 0a.ex e Qif u(x) = a, h(z) <0a.exeQif u(x) =b;

compare with [11, definition (3.8)] and [12, definition (2.14)].
With these definitions, we can now formulate and prove necessary and sufficient
second order optimality conditions.

THEOREM 4.8 (second order optimality conditions). If @ € Uy is a locally
optimal control for (4.1)~(4.2), then j"(u)h® > 0 for all h € Cy. Conversely, if
(y,p,u) satisfies the first order optimality conditions (3.2), (4.5), and (4.24) and
§"(@)h? > 0 for all h in Cy \ {0}, then there exist i > 0 and o > 0 such that

. L M _ _
(4.28) j) = (@) + Sl —alfa )  Vu€ U |lu—allrao) <o

In particular, i € U,q is a locally optimal control for (4.1)—(4.2) in the sense of L*(Q).
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Proof. The proof of the second order necessary optimality condition, if u € Ugyq
is a locally optimal control for (4.1)-(4.2), then j”(u)h? > 0 for all h € Cy, follows
from the arguments developed in [15, Theorem 23, item )].

We now present a proof of the sufficient condition using a contradiction argument.
Assume that (4.28) does not hold: For every k € N there exists uy € Uyq such that

(4.29) lur = allLay <k71 lur) < 5(@) + (2k) " luk — all720)-

Define, py, := |Jup—1l|12(q) and hy, := pr. H(up—a) (k € N). There exists a nonrelabeled
subsequence such that hy — h in L?(Q) as k 1 co. We now proceed in three steps.

Step 1. We prove that h € Cy. First, we note that h satisfies (4.27); see [15,
Theorem 23, item #3)]. It remains to prove that h(z) = 0 if p(x) # 0 for a.e. € Q.
To do this, we use the mean value theorem and (4.29) and obtain

(4.30) 4’ ()h = py, " (j(ur) — j(@)) < 88 =0 k7T oo, U = U+ O (up — ),

where 0, € (0,1). We note that for every k € N, it holds that @ € U,q. From
Lemma 4.6, it follows that j'(ax)hy = (ot — YDk, hi)12(q) for every k € N, where
U = S(ug) and pr, = ®(ag). In the following we prove that j'(ux)hr — j'(@)h as
k 1 oo. We start by noting that ¥ — g is such that

(431) §—gr € Hy(Q): (VT — k). VV)r2(0) + (O, y6) (T — Tr), V) r2()
+ (@@ — Gr),v)r2() = — (G (@ — Uk), v) 12(0) Yo € Hy(R).

Here, for every k € N, y := 5404 (5 —7), where 0 € (0,1), and O(-,z) = da/dz(-, z)
a.e. in Q and for all z € R. We note that, since u € U,q, we have u € Ag; see
assumption 4.3. We can therefore apply the Lax-Milgram lemma and the arguments
developed in the proof of Theorem 3.2 to deduce that

(4.32) IV(@ = G622 ) + 11 = Grllcos @) S 1T — GkllL2()-

To derive the bound in C%(€2) we have used that ||7—gk| L) < |7k (G— k)| La() <
Gk || Lo () |8 =tk || L2 (0) S IIf —al-,0)|| La(o)l|@—tr| 12 (q), where the hidden constants
are independent of k. We now use that ||@ — 4| z2(0) — 0 as k 1 oo, which follows
from (4.29), to deduce that g, — 7 in H}(Q) N C%(Q) as k 1 co. Similarly, using
Theorem 4.2 we can conclude that

(4.33) IV = pr)llLr) S 1@ — Gkllz2) — 0

as k 1 oo. The convergence properties (4.32) and (4.33) allow us to conclude that
Pr i= iy — JpPr — P = ati — yp in L?(Q) as k 1 oo. This and hy, — h in L*() as
k 1 oo show that j'(ax)hy — j'(@)h as k 1 co. We therefore use (4.30) and obtain
j'(@)h < 05 see [15, Theorem 23, item )] for details. The remainder of the proof
follows from [15, Theorem 23, item 43)]. Thus, we have h € Cj.

Step 2. We prove that h = 0. In a first step, we use Taylor’s theorem, j'(@)hy > 0
for every k € N, and the estimate on the right hand side of (4.29) to obtain

2 2
(4.34) e " (G )y = jlur) — j(u) — §'(@)(u, —u) < B, k€N,

where 4y, := @ + O (ug, — ) with 05 € (0,1). Therefore, lim infxto0 5" (4 )h: < 0.
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In the following, we prove that j”(@)h? < liminfytao j” (g )hs. For this purpose,
we first use the characterization of j” from Lemma 4.6 and write

(4.35) 3" ()i, = allhgl| 20y = (b + Gries bi) 2 () -

Here, g}k = S(ak), ék = Sl(ﬂk)hk, ﬁk = (I’(ﬁk), and ’f]k = (I)/(’llk)hk, where S and S’ are
as in the statement of Theorem 3.5 and ® and ®’ are as in the statement of Theorem
4.4. Let us now analyze the convergence of {Ji }ren, {2k }ren, {Prtren, and {7k }ren.
In a first step, we analyze the convergence of {Jx }ren and {Px }ren. Using similar
arguments as in the derivation of (4.32) and (4.33) in Step 1, we obtain that

(4.36)  [IV(@ = G)llz2) + 19 — Gxllcos @) + IV = Di)llr ) S 1T — b2

Thus, §r — § in HY(Q) N C%(Q) and pp — p in Wy (Q) as k 1 oo, because ||z —
Ukl z2(Q) < @ —url|L2(0) — 0 as k 1 oo (see the bound in the left hand side of (4.29)).

In a second step, we prove that 2, — z = S'(@)h in HZ () N C%(Q) as k 1 oo.
To do this, we note that z — 2, € H}(Q2) solves the problem

(V(z = 2k), V) 12(0) + ([3 (s ?)4'@] (Z — 2), ) —((h = h&)y,v) L2 ()

LZ(Q)

— (A (¥ — )5 v)22(0) — ({ 7?31@)} 2k,v) L (@ — k) 2k, v) 1200

for all v € H}(Q). Note that, by definition, ||thL2(Q = 1 and that ||V2g|/z20) S
Ilf —a(,0)||g-1(q) for all k € N. If we set v = Z — Z; in the previous problem and
use that @ € Ap, the uniform boundedness of the sequences {hj}ren and {2k }ren
in L2(Q) and H}(Q), respectively, and the bound (4.36), we can obtain the estimate
IV(Z = 2)llz2) S b = hellg-1) + [|@ — @kl £2(0). We now prove that Z — 2
in WHr(Q) as k 1 oo, where K > 4 if d = 2 and k > 3 if d = 3. We proceed
using a bootstrap argument and [27, Theorem 0.5]: First, we prove that z — 2, €
HYH Q)N W3(Q) and then that z — 2, € H () N W1*(Q) with

. z = Zk)|lzr) S P — hellw-1x) + |8 — Gkl L2(0)
(4.37) V( )| S k= Rl + | |

The last step is to use that L?(Q) — W~5%(Q) is compact in order to deduce that
2 — Zin HE(Q) N WL=(Q) as k 1 co. This 1mphes that 2, — z in C(Q) as k 1 oo.

We now prove that 7, — 7= ®'(a)h in W "(Q) as k T 0o. To this end, we apply
a stability bound for the problem that solves ) — 7, € Wo "(©2) and obtain

(438) [V =) lr@) S D 1500 = 260 + || [32C.9) = G230
teD

‘W—LT(Q)

e TR o2 —\ > - d%a (. V3 -
108 = )il sy + || [ 558 9)2 + 0] 5 - [a—yz<~7yk>zk LTI .
= Iy + 1T + 111, + IV,

The control of I, follows directly from (4.37): I $ |12 — Zklloq) S IV(Z = 26) | s ()
This implies that I, — 0 as & 1T co. We now proceed with the analysis of II; and
IIT;. To this end, we first note that the uniform boundedness of {Ji}ren, {2k }ren,
and {pg tren in L®(Q), L>®(£), and WO1 "(Q), respectively, allow us to conclude that
{fk }ken is uniformly bounded in W, "(Q). This, the bound (4.36), and the fact that
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@ — @ in L2(Q) imply that II; — 0 as k 1 oo. Similarly, IIT, — 0 as k 1 co. It
remains to examine IVy. Straightforward calculations show that

a2 -\ 82 N 2? 37 — 5.)\D
i< |[Ge00) - Gea] #|o+ [ GECaE -]
L F= AN CR ] N G R S M (R et

Similarly, we estimate the terms that appear on the right hand side of the previous
inequality. In fact, we use the bounds (4.36) and (4.37), the uniform boundedness
of the sequences {9 }ren and {Zx bren in L°(Q) and L%(Q), respectively, hy — h in
L?(Q), and @y — @ in L?(2) as k 1 oo in order to deduce that IV, — 0 as k 1 oo.
Consequently, we can deduce that 7y — 7 in WO1 () as k 1 oo.

At this point, we have thus concluded that g — ¢ in H}(Q)NC%<(Q), pr — p in
Wy (), 2, — 2 in Wy"(Q), and that 7 — 7 in Wy (2) as k 1 co. We thus proceed
as in [15, Theorem 23, item ii)] and deduce that j”(i)h? < 0. Since j”(@)v? > 0 for
all v € Cz \ {0} and h € Cy, we conclude that h = 0.

Step 3. Contradiction. Proceeding as in [15, Theorem 23, item ii)], we conclude
that a < 0. This contradicts the fact that o > 0 and completes the proof. ]

Define C7 := {h € L*(Q) satisfying (4.27) and h(z) = 0 if [p(z)| > 7}. We con-
clude this section with the following equivalence result.

THEOREM 4.9 (equivalent optimal conditions). If (§, D, @) satisfies the first order
conditions (3.2), (4.5), and (4.24), then the following statements are equivalent:

(4.39) §"(@)h* >0 VYhe Cy\ {0}
and
(4.40) I, 7 >0 G(wh* > pllh|Fzq) Ve CL.

Proof. The proof essentially follows the same arguments as in the proof of [15,
Theorem 25], in combination with the ideas developed in the proof of Theorem 4.8.
For the sake of brevity, we omit details. ]

5. Regularity properties of an optimal control. In this section, we discuss
regularity properties of a locally optimal control for the problem (4.1)—(4.2).

5.1. H'(Q)-regularity on Lipschitz domains. Let Ilj,y : L'(Q) — Ugq be
the nonlinear operator defined by IIj, j(v) := min{b, max{a,v}} a.e. in Q. We note
that I, p) can be written equivalently as follows:

(5.1) s p)(v) = v + max{0,a — v} — max{0, —b + v}.

With the nonlinear operator Il 1) in hand, we have the following projection formula
[43, section 4.6]: If @ denotes a locally optimal control for problem (4.1)—(4.2), then

(5.2) u(z) =y (o 'g(z)p(z)) for ae. z € Q.

We now provide an H*'(Q)-regularity result for a locally optimal control .

THEOREM 5.1 (H'(Q)-regularity of @). If @ is a locally optimal control, then
ue HY Q).
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Proof. Define ¢ := a~'yp. By suitable applications of Hélder’s inequality and
using the regularity properties § € Hg(Q) N W1#(Q) (cf. Theorem 3.2) and p €
Wy () for every r < d/(d — 1) such that (4.4) holds, it follows that ¢ € W, (Q).
Then, —A¢ can be identified with a measure A in Q [41, 8]. With these elements, the
desired regularity of @ follows from the projection formula (5.2) and [16, Lemma 3.3].
This concludes the proof. 0

5.2. Additional regularity properties on convex polytopal domains. In
the following, we assume that 2 is a convex polytope and that the data are sufficiently
regular. We then obtain an additional regularity result for a locally optimal control.

THEOREM 5.2 (local/global Lipschitz regularity of @). Let us assume that Q is a
convex polytopal domain. Let @ be a locally optimal control. If f,a(-,0) € L"(Q), for
some n > d, then w € WH(Q\ Usee Bi(pt)), where By(p:) C Q denotes an open ball
with centert and a positive radius p;. Moveover, if d =2 anda > 0, then @ € C%1(Q).

Proof. For the sake of simplicity, we assume that D = £ = {¢} and omit the
subindex ¢ in p;. We recall that £ is defined in (4.13). The case ¢ € £ is discussed in
Remark 5.3 below.

First, we use (5.1) and [31, Theorem A.1] to conclude that Vi = o~V (yp)x
in the sense of distributions, where y denotes the characteristic function of the set
{r € Q:a<aty(z)p(z) < b}. Taking this formula into account, we obtain

(5.3) IVl L) < o' (IV@D) X Lo @\ Bu (o)) + IV @)X L% (B2 (o)) »

where By(p) is as in the statement of the theorem. Define J := ||V (4p)xX|| L\ B, ())-
To control J, we use the fact that € is a convex polytope and that f,a(-,0) € L"(Q),
for some n > d, and apply the regularity results of [4, Lemma 4.1] and Theorem 4.5
to obtain

geWr=(Q),  peH*(Q\Bi(p) NC"H(Q\ Bi(p))-

Consequently,
(5.4) I <Pl poe (B, (o)) IVl Lo (@) + [1T] Lo () I VDIl oo (1 B, () < 00

This shows that @ € W1 (Q\ B;(p)) in both two and three dimensions and proves
the first assertion of the theorem.

We now bound ||V(yp)x||L=(B,(p)) in (5.3). We proceed in two cases.

Case 1. y(t) # 0. Given that ¢ € £, we have that 0 # gy(t) # y:. We now use that
7 € C(Q) (cf. Theorem 3.2) to conclude that there exists ¢ > 0 such that § # 0 in
By(e). Assume that € € (0,p). We thus have that ¢ := min {|g(z)| : z € By(¢)} > 0.
Define ¢ := max{|a|, [b|} and let M > a¢~'c. An application of [4, Lemma 5.1] shows
that there exists § such that |[p(z)| > M for all x € B;(5). Assume that 6 € (0,¢).
From these properties, we can thus deduce that

o™ g (2)p(2)] > o min {|g(x)] : « € By(6)} [p(2)] > o~ C(a¢T e) = ¢ Va € By(6).

Since, by definition, ¢ = max{la|, [b|}, we can conclude that the ball By(d) is such
that x = 0 in By(d). Recall that x is the characteristic function of {z € Q : a <
a~1y(x)p(x) < b}. We thus proceed as follows:

IV(@D)X Lo (B, (p)) = IV @P)X | oo (B, (o)\ Bu(6)) < IV (D)X oo (\ By (8)) < 00

To control the last term, we have used the regularity results of [4, Lemma 4.1] and
Theorem 4.5 as in the derivation of (5.4).
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Case 2. g(t) = 0. Given that t € £, we have 0 = §(t) # y;. In this case,
we assume d = 2 and a > 0. We begin the analysis with the following asymptotic
behavior of p near ¢ [35, 24, 21, 42, 30, 39]:

(5.5) p(z)| < [log |z — ]| + 1.

We now use that (t) = 0, § € W1°(Q), and that W°(Q) = C%1(Q) [25, Theorem
4.1] to deduce that

(5.6)  [g(z)p(x)| = [(g(x) — g()p(x)] < = — 1] - ([log|z — ]| +1) = 0, z=—t.

Since a > 0, this shows the existence of § > 0 such that a=!|j(x)p(z)| < a for all z €
By(6). Consequently, By() is such that x = 0 in By(d) and thus [|[V(7p) x| L (B, 5)) =
0. Assume that ¢ € (0,p). The term [[V(7p)X| £ (B, (p)\B:(5)) s controlled as before.
As a result, we obtain that ||V (yp) x|~ (B, () is bounded.
Having deduced that ||V (yp)x||L (B, () < 00, we conclude that ||V (7p)x| L)
is bounded. The fact that W (Q2) = C%!(Q) allows the conclusion to be drawn. O
Remark 5.3 (t ¢ £). Let us illustrate the case where ¢t ¢ £ with two specific
examples: D = {t} and D = {t1,t2}.
(i) Let D = {t}, where ¢ is such that ¢ ¢ &, i.e., §(t) = y;. Consequently, p =0
in Q and % is a constant in 2.
(ii) Let D = {t1,t2}, where t; € £ and ty ¢ &, ie., §(t1) # y, and G(t2) = yi,.
In this setting, we can deduce that

geEWr(Q),  peH*(Q\ By (p1) NC"H(Q\ Bi,(p1)).
As a result, yp € C%1(By,(p2)) and 4 is regular in a neighborhood of t,.
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