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#### Abstract

We investigate a convective Brinkman-Forchheimer problem coupled with a heat transfer equation. The investigated model considers thermal diffusion and viscosity depending on the temperature. We prove the existence of a solution without restriction on the data and uniqueness when the solution is slightly smoother and the data is suitably restricted. We propose a finite element discretization scheme for the considered model and derive convergence results and a priori error estimates. Finally, we illustrate the theory with numerical examples.
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1. Introduction. Let $\Omega \subset \mathbb{R}^{d}$, with $d \in\{2,3\}$, be an open and bounded domain with Lipschitz boundary $\partial \Omega$. In this work, we continue our research program focused on the analysis and approximation of fluid flow models coupled with a heat equation. In particular, we are now interested in developing finite element methods for the temperature distribution of a fluid modeled by a convection-diffusion equation coupled with the convective Brinkman-Forchheimer equations. This model can be described by the following nonlinear system of partial differential equations:

$$
\left\{\begin{align*}
-\operatorname{div}(\nu(T) \nabla \mathbf{u})+(\mathbf{u} \cdot \nabla) \mathbf{u}+\mathbf{u}+|\mathbf{u}|^{s-2} \mathbf{u}+\nabla \mathrm{p} & =\mathbf{f} \text { in } \Omega, \quad \text { div } \mathbf{u}=0 \text { in } \Omega,  \tag{1}\\
-\operatorname{div}(\kappa(T) \nabla T)+\mathbf{u} \cdot \nabla T=\mathrm{g} \text { in } \Omega, &
\end{align*}\right.
$$

supplemented with the Dirichlet boundary conditions $\mathbf{u}=\mathbf{0}$ and $T=0$ on $\partial \Omega$. The data of the model are the external density force $\mathbf{f}$, the external heat source g , the viscosity coefficient $\nu$, and the thermal diffusivity coefficient $\kappa$. We note that $\nu(\cdot)$ and $\kappa(\cdot)$ are coefficients that can depend nonlinearly on the temperature. The parameter $s$ is chosen so that $s \in[3,4]$. The unknowns of the system are the velocity field $\mathbf{u}$, the pressure p , and the temperature $T$ of the fluid.

The analysis and discretization of various incompressible, non-isothermal flows have become increasingly important for a variety of research areas in science and technology. This is due to the numerous applications in industry, e.g., in the design of heat exchangers and chemical reactors, cooling processes, and polymer processing, to name but a few. For advances in the numerical approximation of non-isothermal flows governed by the Navier Stokes equations and a suitable temperature equation, as well as for the so-called Boussinesq problem and its generalizations, we refer the interested reader to $[2,3,7,8,10,16,18,22,24,31,46,55]$. In this context, we also mention

[^0]the works $[4,14,15,26,27,36]$ for similar results when the Navier-Stokes equations are replaced by the Darcy equations. Finally, we refer the reader to [5, 25, 52, 58] for the analysis of finite element schemes for the coupling of a heat equation with the so-called Darcy-Forchheimer problem.

Now that we have briefly explained the importance of non-isothermal flows and mentioned some applications, we would like to turn our attention to the so-called convective Brinkman-Forchheimer model. In the following, we will divide the discussion into two parts:

- The Darcy-Forchheimer equations: As stated in [39], Darcy's law, namely $\mathbf{u}=K \nabla \mathrm{p} / \mu$, is a linear relation describing the creep flow of Newtonian fluids in porous media. It is supported by years of experimental data and has numerous applications in engineering. However, based on flow experiments in sand packs, Forchheimer recognized that Darcy's law was not adequate for moderate Reynolds numbers. He found that the relationship between the pressure gradient and the Darcy velocity was nonlinear and that such a nonlinearity appeared to be quadratic for a variety of experimental data [33]; see [39, page 2] and [62, page 55]. This modification of the Darcy equations is usually referred to as the Darcy-Forchheimer equations and has been studied in detail in several papers. We refer the reader to the following nonexhaustive list of references $[20,9,30,39,47,51]$. As mentioned in [13], Forchheimer also noted in his 1901 publication that some data sets could not be described by the quadratic correction. Therefore, he suggested adding a cubic term to describe the behavior of the observed flow in these cases. He also postulated that the correction of Darcy's law could allow a polynomial expression in $\mathbf{u}$, e.g., $\mathbf{u}+|\mathbf{u}| \mathbf{u}+|\mathbf{u}|^{2} \mathbf{u}$ and $\mathbf{u}+|\mathbf{u}|^{s-2} \mathbf{u}$; see [45, page 59], [32, §2.3], and [54, page 12]. In practice, the exponent $s$ takes the value 3 and 4 in several applications; see [32, 44, 12, 34, 48, 49, 53, 61] for the case $s=4$. As mentioned in [53, page 133], the use of the fractional value $s=7 / 2$ is also considered in the literature. For this reason and for reasons of generality, we consider $s \in[3,4]$ in our work.
- The convective Brinkman-Forchheimer equations: The inclusion of $-\Delta \mathbf{u}$ and the convective term $(\mathbf{u} \cdot \nabla) \mathbf{u}$ in the Darcy-Forchheimer equations leads to the so-called convective Brinkman-Forchheimer model (1). Assuming a two-dimensional stationary, isotropic, incompressible, homogeneous flow through a fluid-saturated porous medium, this system was derived by the authors of [60] as the governing momentum equation based on local volume averaging and matched asymptotic expansion; see also [42]. Further justifications for the inclusion of the so-called Brinkman and convective terms in (1) were later presented in [59]. We refer the interested reader to [ $6,21,41,43,61]$ for further insights, analysis, and applications of this model.

As far as we know, this is the first paper dealing with the analysis and numerical approximation of the nonlinear coupled problem (1). We would like to emphasize that even for the case where $\nu \equiv \kappa \equiv 1$, we were not able to find any development of finite element techniques in the literature. Since the problem involves multiple sources of nonlinearity, the analysis and discretization are far from trivial. In the following, we list what we consider to be the most important contributions to our work:

- Existence and uniqueness of solutions: We introduce a concept of weak solution for the nonlinear problem (1) and show the existence of solutions without restriction on the data; the latter is derived using Galerkin's method and Brouwer's fixed point theorem. Moreover, we obtain a global uniqueness result when the solution is slightly smoother, and the data is suitably restricted.
- Finite element approximation: We propose a finite element discretization for the system (1) based on the following two classical inf-sup stable pairs: the Taylor-

Hood element and the mini element. We approximate the temperature variable of the fluid with continuous piecewise linear/quadratic finite elements. As in the continuous case, we show the existence of solutions without restriction on the data and global uniqueness when the solution is slightly smoother, and the data is suitably restricted. We also show the existence of a subsequence of discrete solutions that converge to a solution of the continuous problem (1). This result holds without assumptions on the data and solutions beyond what is required to obtain well-posedness.

- A priori error estimates: We derive a quasi-best approximation result for the proposed numerical method. In doing so, we assume suitable smallness conditions and regularity assumptions for the solution. Under the moderate assumption that $(\mathbf{u}, \mathrm{p}, T) \in \mathbf{H}^{3}(\Omega) \times H^{2}(\Omega) \times H^{3}(\Omega)$, we obtain optimal error estimates in a standard energy norm for approximation based on the Taylor-Hood element. For the approximation with the mini element, we obtain optimal error estimates in a standard energy norm assuming that $(\mathbf{u}, \mathrm{p}, T) \in \mathbf{H}^{2}(\Omega) \times H^{1}(\Omega) \times H^{2}(\Omega)$.

The structure of our manuscript is outlined below. In section 2, we establish the notation and the preliminary material. In section 3, we present a weak formulation for the system (1) and show the existence of solutions without restrictions on the data and uniqueness under suitable smallness conditions on the data. In section 4, we develop a finite element scheme, investigate its convergence properties, and derive a priori error estimates to control the error in the approximation of the velocity, pressure, and temperature variables. We conclude in section 5 with a series of numerical experiments that illustrate and go beyond the theory.
2. Notation and preliminary remarks. We begin this section by establishing the notation and the framework within which we will work.
2.1. Notation. We use the standard notation for Lebesgue and Sobolev spaces. The spaces of vector-valued functions and vector-valued functions themselves are denoted by bold letters. In particular, we set $\mathbf{V}(\Omega):=\left\{\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega): \operatorname{div} \mathbf{v}=0\right\}$.

If $\mathcal{X}$ and $\mathcal{Z}$ are Banach function spaces, we write $\mathcal{X} \hookrightarrow \mathcal{Z}$ to denote that $\mathcal{X}$ is continuously embedded in $\mathcal{Z}$. We denote by $\mathcal{Z}^{\prime}$ and $\|\cdot\|_{\mathcal{Z}}$ the dual and the norm of $\mathcal{Z}$, respectively. We denote by $\langle\cdot, \cdot\rangle_{\mathcal{Z}^{\prime}, \mathcal{Z}^{\prime}}$ the duality paring between $\mathcal{Z}^{\prime}$ and $\mathcal{Z}$; if the underlying spaces are clear from the context, we simply write $\langle\cdot, \cdot\rangle$. Given $\mathfrak{p} \in(1, \infty)$, we denote by $\mathfrak{p} \prime \in(1, \infty)$ its Hölder conjugate, i.e., $\mathfrak{p}^{\prime}$ is such that $1 / \mathfrak{p}+1 / \mathfrak{p} \prime=1$. The relation $a \lesssim b$ means that $a \leq C b$, where $C$ is a constant that does not depend on $a$, $b$, or the discretization parameters. The value of $C$ might change at each occurrence. If the specific value of a constant is important, we give it a name. For example, in our work, we use $\mathcal{C}_{4 \hookrightarrow 2}$ to denote the best constant in the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{4}(\Omega)$. To simplify the notation, we will not distinguish such a constant for the vectorial case.
2.2. A convective Brinkman-Forchheimer problem. In this section, we study the existence and uniqueness results for the following weak formulation of a convective Brinkman-Forchheimer problem: Given an external density force $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$, find a velocity-pressure pair $(\mathbf{u}, \mathbf{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ such that

$$
\begin{align*}
\int_{\Omega}\left(\nu \nabla \mathbf{u} \cdot \nabla \mathbf{v}+(\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v}+\mathbf{u} \cdot \mathbf{v}+|\mathbf{u}|^{s-2} \mathbf{u} \cdot \mathbf{v}-\operatorname{pdiv} \mathbf{v}\right) \mathrm{d} x & =\langle\mathbf{f}, \mathbf{v}\rangle  \tag{2}\\
\int_{\Omega} \operatorname{qdiv} \mathbf{u d} x & =0
\end{align*}
$$

for all $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$ and $\mathbf{q} \in L_{0}^{2}(\Omega)$, respectively. The function $\nu$ belongs to $C^{0,1}(\mathbb{R})$, and it is assumed that it is strictly positive and bounded. We assume that there exist positive constants $\nu_{-}$and $\nu_{+}$such that $0<\nu_{-} \leq \nu(r) \leq \nu_{+}$for every $r \in \mathbb{R}$.

With the exception of $\mathrm{I}_{s}:=\int_{\Omega}|\mathbf{u}|^{s-2} \mathbf{u} \cdot \mathbf{v d} x$, all terms involved in system (2) are trivially well-defined in our space setting. A bound for $I_{s}$ can be derived as follows:

$$
\begin{equation*}
\left|\mathrm{I}_{s}\right| \leq\|\mathbf{u}\|_{\mathbf{L}^{\tau(s-2)}(\Omega)}^{s-2}\|\mathbf{u}\|_{\mathbf{L}^{\mu}(\Omega)}\|\mathbf{v}\|_{\mathbf{L}^{\mu}(\Omega)}, \quad \tau^{-1}+2 \mu^{-1}=1 \tag{3}
\end{equation*}
$$

where we have used Hölder's inequality. We now apply the standard Sobolev embeddings from [1, Theorem 4.12, Cases $\mathbf{B}$ and $\mathbf{C}$ ] to conclude that $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{\iota}(\Omega)$ for $\iota<\infty$ when $d=2$ and $\iota \leq 6$ when $d=3$. Therefore, we can set $\tau=q$ for some $q>1$ in two dimensions and $\tau=3 / 2$ in three dimensions. Since $s \in[3,4]$, we have that $1<\tau \leq \tau(s-2) \leq 2 \tau$. Consequently, we conclude the estimate

$$
\begin{equation*}
\left|I_{s}\right| \lesssim\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{s-1}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}(\Omega)} \tag{4}
\end{equation*}
$$

2.2.1. Existence. To obtain existence and uniqueness results for the system (2), we introduce the bilinear forms $a_{L}:\left[\mathbf{H}_{0}^{1}(\Omega)\right]^{2} \rightarrow \mathbb{R}$ and $b: \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \rightarrow \mathbb{R}$ by

$$
a_{L}(\mathbf{u}, \mathbf{v}):=\int_{\Omega}(\nu \nabla \mathbf{u} \cdot \nabla \mathbf{v}+\mathbf{u} \cdot \mathbf{v}) \mathrm{d} x, \quad b(\mathbf{v}, \mathbf{q}):=-\int_{\Omega} \mathbf{q} \operatorname{div} \mathbf{v} \mathrm{d} x
$$

respectively. We also introduce forms associated with the nonlinear terms $(\mathbf{u} \cdot \nabla) \mathbf{u}$ and $|\mathbf{u}|^{s-2} \mathbf{u}$ in (1). Namely, we define $a_{N}:\left[\mathbf{H}_{0}^{1}(\Omega)\right]^{3} \rightarrow \mathbb{R}$ and $a_{F}:\left[\mathbf{H}_{0}^{1}(\Omega)\right]^{3} \rightarrow \mathbb{R}$ by

$$
a_{N}(\mathbf{u} ; \mathbf{w}, \mathbf{v}):=\int_{\Omega}(\mathbf{u} \cdot \nabla) \mathbf{w} \cdot \mathbf{v} \mathrm{d} x, \quad a_{F}(\mathbf{u} ; \mathbf{w}, \mathbf{v}):=\int_{\Omega}|\mathbf{u}|^{s-2} \mathbf{w} \cdot \mathbf{v} \mathrm{~d} x
$$

respectively. The form $a_{N}$ satisfies the following properties [57, Chapter II, Lemma 1.3], [38, Chapter IV, Lemma 2.2]: Let $\mathbf{u} \in \mathbf{V}(\Omega)$ and $\mathbf{v}, \mathbf{w} \in \mathbf{H}_{0}^{1}(\Omega)$. Then, we have

$$
\begin{equation*}
a_{N}(\mathbf{u} ; \mathbf{v}, \mathbf{w})+a_{N}(\mathbf{u} ; \mathbf{w}, \mathbf{v})=0, \quad a_{N}(\mathbf{u} ; \mathbf{v}, \mathbf{v})=0 \tag{5}
\end{equation*}
$$

Moreover, $a_{N}$ is well-defined and continuous on $\left[\mathbf{H}_{0}^{1}(\Omega)\right]^{3}$ : There is $\mathcal{C}_{N}>0$ such that

$$
\begin{equation*}
\left|a_{N}(\mathbf{u} ; \mathbf{v}, \mathbf{w})\right| \leq \mathcal{C}_{N}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}(\Omega)} \tag{6}
\end{equation*}
$$

see [57, Chapter II, Lemma 1.1] and [35, Lemma IX.1.1]. As a final ingredient, we introduce $a:\left[\mathbf{H}_{0}^{1}(\Omega)\right]^{3} \rightarrow \mathbb{R}$ by $a(\mathbf{u} ; \mathbf{u}, \mathbf{v}):=a_{L}(\mathbf{u}, \mathbf{v})+a_{N}(\mathbf{u} ; \mathbf{u}, \mathbf{v})+a_{F}(\mathbf{u} ; \mathbf{u}, \mathbf{v})$.

Having introduced all these ingredients, we can rewrite the weak formulation (2) for the nonlinear system (1) as follows: Find $(\mathbf{u}, \mathrm{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ such that

$$
\begin{equation*}
a(\mathbf{u} ; \mathbf{u}, \mathbf{v})+b(\mathbf{v}, \mathbf{p})=\langle\mathbf{f}, \mathbf{v}\rangle \quad \forall \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \quad b(\mathbf{u}, \mathbf{q})=0 \quad \forall \mathbf{q} \in L_{0}^{2}(\Omega) \tag{7}
\end{equation*}
$$

We note that due to the Rham's theorem [29, Theorem B.73], problem (7) is equivalent to the following reduced formulation: Find $\mathbf{u} \in \mathbf{V}(\Omega)$ such that

$$
\begin{equation*}
a(\mathbf{u} ; \mathbf{u}, \mathbf{v})=\langle\mathbf{f}, \mathbf{v}\rangle \quad \forall \mathbf{v} \in \mathbf{V}(\Omega) \tag{8}
\end{equation*}
$$

An essential ingredient in the proof of [29, Theorem B.73] is the fact that the divergence operator is surjective from $\mathbf{H}_{0}^{1}(\Omega)$ to $L_{0}^{2}(\Omega)$. This implies that there exists a positive constant $\beta$ such that [38, Chapter I, Section 5.1], [29, Corollary B.71]

$$
\begin{equation*}
\sup _{\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)} \frac{(\mathbf{q}, \operatorname{div} \mathbf{v})_{L^{2}(\Omega)}}{\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}} \geq \beta\|\mathbf{q}\|_{L^{2}(\Omega)} \quad \forall \mathbf{q} \in L_{0}^{2}(\Omega) \tag{9}
\end{equation*}
$$

We now derive an existence result without restrictions on the data.

Theorem 1 (existence of solutions). Let $d \in\{2,3\}$, let $\Omega \subset \mathbb{R}^{d}$ be an open and bounded domain with Lipschitz boundary $\partial \Omega$, and let $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$. Then, there exists at least one solution $(\mathbf{u}, \mathrm{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ for problem (7).

Proof. Given the equivalence of problems (7) and (8), we analyze problem (8). We apply the abstract framework developed in [38, Chapter IV, Theorem 1.2] to our case and divide the proof into three steps.

Step 1. Let $\mathbf{w} \in \mathbf{V}(\Omega)$. The bilinear form $a(\mathbf{w} ; \cdot, \cdot)$ is uniformly $\mathbf{V}(\Omega)$-elliptic. Let $\mathbf{v} \in \mathbf{V}(\Omega)$. Since $\nu$ is such that $\nu(r) \geq \nu_{-}>0$ for every $r \in \mathbb{R}$, we deduce that

$$
a(\mathbf{w} ; \mathbf{v}, \mathbf{v}) \geq \nu_{-}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}^{2}+\|\mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}^{2}+\left(|\mathbf{w}|^{s-2},|\mathbf{v}|^{2}\right)_{L^{2}(\Omega)} \geq \nu_{-}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}^{2}
$$

where we have used that $a_{N}(\mathbf{w} ; \mathbf{v}, \mathbf{v})=0$ because $\mathbf{w} \in \mathbf{V}(\Omega)$.
Step 2. For all $\mathbf{v} \in \mathbf{V}(\Omega)$, the mapping $\mathbf{u} \mapsto a(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ is sequentially weakly continuous on $\mathbf{V}(\Omega)$. Let $\left\{\mathbf{u}_{k}\right\}_{k \in \mathbb{N}}$ be a sequence in $\mathbf{V}(\Omega)$ such that $\mathbf{u}_{k} \rightharpoonup \mathbf{u}$ in $\mathbf{V}(\Omega)$ as $k \uparrow \infty$. A compact Sobolev embedding result [1, Theorem 6.3, Part I] guarantees that $\mathbf{u}_{k} \rightarrow \mathbf{u}$ in $L^{q}(\Omega)$ as $k \uparrow \infty$ for $q<\infty$ in two dimensions and $q<6$ in three dimensions. Since $\mathbf{v} \in \mathbf{V}(\Omega)$, it is clear that $a_{L}\left(\mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a_{L}(\mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$. The convergence result $a_{N}\left(\mathbf{u}_{k} ; \mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a_{N}(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$ can be found in the proof of [38, Chapter IV, Theorem 2.1]. We now prove that $a_{F}\left(\mathbf{u}_{k} ; \mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a_{F}(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$. For this purpose, we use [23, estimate (5.3.33)] or [40, Lemma 5.3] to obtain

$$
\begin{align*}
& \left|\int_{\Omega}\left(\left|\mathbf{u}_{k}\right|^{s-2} \mathbf{u}_{k}-|\mathbf{u}|^{s-2} \mathbf{u}\right) \cdot \mathbf{v d} x\right| \lesssim \int_{\Omega}\left|\mathbf{u}_{k}-\mathbf{u}\right|\left(\left|\mathbf{u}_{\mathbf{k}}\right|+|\mathbf{u}|\right)^{s-2}|\mathbf{v}| \mathrm{d} x  \tag{10}\\
\leq & \left\|\mathbf{u}_{\mathbf{k}}-\mathbf{u}\right\|_{\mathbf{L}^{\mu}(\Omega)}\left\|\left|\mathbf{u}_{\mathbf{k}}\right|+|\mathbf{u}|\right\|_{\mathbf{L}^{\tau(s-2)}(\Omega)}^{s-2}\|\mathbf{v}\|_{\mathbf{L}^{\mu}(\Omega)} \leq \Lambda_{s, \tau}\left\|\mathbf{u}_{\mathbf{k}}-\mathbf{u}\right\|_{\mathbf{L}^{\mu}(\Omega)}\|\mathbf{v}\|_{\mathbf{L}^{\mu}(\Omega)}
\end{align*}
$$

where $2 \mu^{-1}+\tau^{-1}=1$ and $\Lambda_{s, \tau}=\Lambda_{s, \tau}(\mathbf{u})$ is such that

$$
\begin{equation*}
\left\|\left|\mathbf{u}_{\mathbf{k}}\right|+|\mathbf{u}|\right\|_{\mathbf{L}^{\tau(s-2)}(\Omega)}^{s-2} \leq \mathcal{C}_{\tau(s-2) \hookrightarrow 2}^{s-2}\left(\mathcal{M}^{\tau(s-2)}+\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{\tau(s-2)}\right)^{\frac{1}{\tau}}=: \Lambda_{s, \tau}(\mathbf{u}) \tag{11}
\end{equation*}
$$

Here, $\mathcal{C}_{\tau(s-2) \hookrightarrow 2}$ is the best constant in the Sobolev embedding $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{\tau(s-2)}(\Omega)$ and $\mathcal{M}$ is such that $\left\|\nabla \mathbf{u}_{k}\right\|_{\mathbf{L}^{2}(\Omega)} \leq \mathcal{M}$ for every $k \in \mathbb{N}$. The constant $\tau$ is such that $\tau=q$ for some $q>1$ in two dimensions, and $\tau>3 / 2$ is arbitrarily close to $3 / 2$ in three dimensions. We again invoke the compact embedding of [1, Theorem 6.3, Part I] which guarantees that $\mathbf{u}_{k} \rightarrow \mathbf{u}$ in $\mathbf{L}^{q}(\Omega)$ as $k \uparrow \infty$ for $q<\infty$ in two dimensions and $q<6$ in three dimensions to conclude that $\mathbf{u}_{k} \rightarrow \mathbf{u}$ in $\mathbf{L}^{\mu}(\Omega)$ as $k \uparrow \infty$. As a result, we have obtained that $a_{F}\left(\mathbf{u}_{k} ; \mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a_{F}(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$ and thus that $a\left(\mathbf{u}_{k} ; \mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$. The latter shows that $\mathbf{u} \mapsto a(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ is sequentially weakly continuous on $\mathbf{V}(\Omega)$, as we intended to prove.

Step 3. The desired result follows from an application of [38, Chapter IV, Theorem 1.2]. To be precise, we can establish the existence of at least one $\mathbf{u} \in \mathbf{V}(\Omega)$ satisfying the reduced problem (8). On the other hand, by the inf-sup condition (9), we obtain that for every solution $\mathbf{u} \in \mathbf{V}(\Omega)$ of (8) there exists a unique $\mathrm{p} \in L_{0}^{2}(\Omega)$ such that the pair $(\mathbf{u}, \mathrm{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ satisfies (7). This concludes the proof.

We define the term

$$
\begin{equation*}
\Lambda(\mathbf{f}):=1+\nu_{+} \nu_{-}^{-1}+\mathcal{C}_{N} \nu_{-}^{-2}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}+\mathcal{C}_{2 \hookrightarrow 2}^{2} \nu_{-}^{-1}+\mathcal{C}_{s \hookrightarrow 2}^{s} \nu_{-}^{1-s}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}^{s-2} \tag{12}
\end{equation*}
$$

for $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$, where $\mathcal{C}_{N}$ is as in (6) and $\mathcal{C}_{2 \hookrightarrow 2}$ and $\mathcal{C}_{s \hookrightarrow 2}$ denote the best constants in the Sobolev embeddings $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{2}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{s}(\Omega)$, respectively.

Proposition 2 (stability bounds). In the framework of Theorem 1, if $(\mathbf{u}, \mathrm{p}) \in$ $\mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ denotes a solution to problem (7), then we have the stability bound

$$
\begin{align*}
\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)} & \leq \nu_{-}^{-1}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}  \tag{13}\\
\|\mathbf{p}\|_{L^{2}(\Omega)} & \leq \beta^{-1} \Lambda(\mathbf{f})\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)} \tag{14}
\end{align*}
$$

where $\beta$ corresponds to the constant in (9).
Proof. Let $(\mathbf{u}, \mathrm{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ be a solution to problem (7). If we set $(\mathbf{v}, \mathbf{q})=$ $(\mathbf{u}, 0)$ as a test pair in problem (7), we immediately obtain the bound $a_{L}(\mathbf{u}, \mathbf{u})+$ $a_{F}(\mathbf{u} ; \mathbf{u}, \mathbf{u}) \leq\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}$, where we have used $\mathbf{u} \in \mathbf{V}(\Omega)$ and $a_{N}(\mathbf{u} ; \mathbf{u}, \mathbf{u})=$ 0 . This bound immediately shows that $\nu_{-}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)} \leq\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}$. The estimate for the pressure, namely estimate (14), follows from the inf-sup condition (9).
2.2.2. Uniqueness. In this section, we obtain a uniqueness result for the problem (7) under a suitable smallness condition.

Theorem 3 (uniqueness for small data). In the framework of Theorem 1, if $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$ is sufficiently small or $\nu$ sufficiently large such that

$$
\begin{equation*}
\nu_{-}^{-2} \mathcal{C}_{N}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}<1 \tag{15}
\end{equation*}
$$

where $\mathcal{C}_{N}$ is as in (6), then there is a unique $(\mathbf{u}, \mathrm{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ that solves (7).
Proof. Let $\left(\mathbf{u}_{1}, \mathrm{p}_{1}\right)$ and $\left(\mathbf{u}_{2}, \mathrm{p}_{2}\right)$ be two solutions to problem (7). Define ( $\left.\mathbf{u}, \mathrm{p}\right):=$ $\left(\mathbf{u}_{1}-\mathbf{u}_{2}, \mathbf{p}_{1}-\mathrm{p}_{2}\right) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$. We note that $(\mathbf{u}, \mathrm{p})$ satisfies

$$
\begin{align*}
& a_{L}(\mathbf{u}, \mathbf{v})+a_{N}\left(\mathbf{u}_{1} ; \mathbf{u}, \mathbf{v}\right)+a_{N}\left(\mathbf{u} ; \mathbf{u}_{1}, \mathbf{v}\right)-a_{N}(\mathbf{u} ; \mathbf{u}, \mathbf{v})+a_{F}\left(\mathbf{u}_{1} ; \mathbf{u}_{1}, \mathbf{v}\right)  \tag{16}\\
& \quad-a_{F}\left(\mathbf{u}_{2} ; \mathbf{u}_{2}, \mathbf{v}\right)+b(\mathbf{v}, \mathbf{p})=0, \quad b(\mathbf{u}, \mathbf{q})=0 \quad \forall(\mathbf{v}, \mathbf{q}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)
\end{align*}
$$

If we set $(\mathbf{v}, \mathbf{q})=(\mathbf{u}, 0)$ in (16) and use the identities in (5) and the assumptions on $\nu$, we can conclude that

$$
\nu_{-}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2}+\|\mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2}+a_{F}\left(\mathbf{u}_{1} ; \mathbf{u}_{1}, \mathbf{u}\right)-a_{F}\left(\mathbf{u}_{2} ; \mathbf{u}_{2}, \mathbf{u}\right) \leq-a_{N}\left(\mathbf{u} ; \mathbf{u}_{1}, \mathbf{u}\right)
$$

We now use [28, Lemma 4.4, Chapter I] and the bounds (6) and (13) to deduce that

$$
\nu_{-}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2} \leq \mathcal{C}_{N}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2}\left\|\nabla \mathbf{u}_{1}\right\|_{\mathbf{L}^{2}(\Omega)} \leq \nu_{-}^{-1} \mathcal{C}_{N}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}
$$

From this and from (15), we can deduce that $\mathbf{u}=0$. Finally, we use problem (16) again to establish that $b(\mathbf{v}, \mathbf{p})=0$ for any $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$. The inf-sup condition (9) allows us to conclude that $\mathrm{p}=0$.
2.3. A nonlinear heat equation. We now examine existence and uniqueness results for a nonlinear heat equation with a convective term. To introduce the equation we are interested in, we consider a source $g \in H^{-1}(\Omega)$ and a thermal diffusivity $\kappa \in C^{0,1}(\mathbb{R})$ that satisfies $0<\kappa_{-} \leq \kappa(r) \leq \kappa_{+}$for each $r \in \mathbb{R}$, where $\kappa_{+} \geq \kappa_{-}>0$. A weak formulation for the nonlinear heat equation is as follows:

$$
\begin{equation*}
T \in H_{0}^{1}(\Omega): \quad \int_{\Omega}(\kappa(T) \nabla T \cdot \nabla S+(\mathbf{v} \cdot \nabla T) S) \mathrm{d} x=\langle g, S\rangle \quad \forall S \in H_{0}^{1}(\Omega) \tag{17}
\end{equation*}
$$

where $\mathbf{v} \in \mathbf{V}(\Omega)$. As an instrumental ingredient to perform an analysis, we introduce the map $\mathcal{A}: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ defined by

$$
\begin{equation*}
\langle\mathcal{A}(T), S\rangle:=\int_{\Omega}(\kappa(T) \nabla T \cdot \nabla S+(\mathbf{v} \cdot \nabla T) S) \mathrm{d} x \quad \forall T, S \in H_{0}^{1}(\Omega) \tag{18}
\end{equation*}
$$

The existence of solutions to the problem (17) is as follows.

Theorem 4 (existence of solutions). Let $d \in\{2,3\}$, let $\Omega \subset \mathbb{R}^{d}$ be an open and bounded domain with Lipschitz boundary $\partial \Omega$, and let $g \in H^{-1}(\Omega)$. Then, there exists at least one solution $T \in H_{0}^{1}(\Omega)$ to the problem (17).

Proof. Inspired by [50, Section 2.4], we apply the theory of pseudo-monotone operators [50, Theorem 2.6]: Any pseudo-monotone and coercive map is surjective. Let us thus prove that the bounded map $A$ defined in (18) is pseudo-monotone and coercive. To accomplish this task, we define the functions $\mathfrak{a}, \mathfrak{c}: \Omega \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ as $\mathfrak{a}(x, r, \mathbf{s}):=\kappa(r) \mathbf{s}$ and $\mathfrak{c}(x, r, \mathbf{s}):=\mathbf{v} \cdot \mathbf{s}$. Since $\mathfrak{a}(x, T, \nabla T)=\kappa(T) \nabla T$ and $\mathfrak{c}(x, T, \nabla T)=$ $\mathbf{v} \cdot \nabla T$, we can rewrite (18) as follows:

$$
\langle\mathcal{A}(T), S\rangle=\int_{\Omega}(\mathfrak{a}(x, T, \nabla T) \cdot \nabla S+\mathfrak{c}(x, T, \nabla T) S) \mathrm{d} x
$$

We now proceed on the basis of three steps.
Step 1. $\mathcal{A}$ is coercive. Let $S \in H_{0}^{1}(\Omega)$. Since $\mathbf{v} \in \mathbf{V}(\Omega)$, we immediately arrive at the coercivity of $\mathcal{A}$ because $\langle\mathcal{A}(S), S\rangle \geq \kappa_{-}\|\nabla S\|_{\mathbf{L}^{2}(\Omega)}^{2}$.

Step 2. $\mathcal{A}$ is pseudo-monotone. Since $\mathcal{A}$ is bounded, to prove that $\mathcal{A}$ is pseudomonotone, we prove that $\mathcal{A}$ satisfies the conditions in [50, Lemma 2.32]. First, we note that the functions $\mathfrak{a}$ and $\mathfrak{c}$ are Carathéodory functions. Second, $\mathcal{A}$ is monotone in the main part, i.e., the function a satisfies the following condition:

$$
(\mathfrak{a}(x, r, \mathbf{s})-\mathfrak{a}(x, r, \tilde{\mathbf{s}})) \cdot(\mathbf{s}-\tilde{\mathbf{s}})=\kappa(r)|\mathbf{s}-\tilde{\mathbf{s}}|^{2} \geq 0 \quad \text { a.e. } x \in \Omega, \forall r \in \mathbb{R}, \forall \mathbf{s}, \tilde{\mathbf{s}} \in \mathbb{R}^{d} .
$$

Thirdly, $\mathfrak{c}$ is linearly dependent on $\mathbf{s}$. Finally, since $\mathfrak{a}(x, r, \mathbf{s})=\kappa(r) \mathbf{s}$ and $\kappa$ is uniformly bounded, it follows immediately that $|\mathfrak{a}(x, r, \mathbf{s})| \leq \kappa_{+}|\mathbf{s}|$ and that $\mathfrak{a}$ thus satisfies [50, (2.55a)]. On the other hand, as a consequence of suitable Young's inequalities, it can be proved that $\mathfrak{c}$ satisfies [50, $(2.55 \mathrm{c})$ ]. An application of [50, Lemma 2.32] thus shows that $\mathcal{A}$ is pseudo-monotone.

Step 3. We apply [50, Theorem 2.6] to conclude that $\mathcal{A}$ is surjective, in other words, for $g \in H^{-1}(\Omega)$ there is a solution to problem (17). This concludes the proof. $\square$

In the next result, we prove global uniqueness when the solution is slightly smoother and the datum is suitably restricted.

Theorem 5 (uniqueness for small data). Let the assumptions of Theorem 4 hold. Let us also assume that (17) has a solution $T_{1} \in W^{1,3}(\Omega) \cap H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\kappa_{-}^{-1} \mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}<1 \tag{19}
\end{equation*}
$$

Then problem (17) has no other solution $T_{2}$ in $H_{0}^{1}(\Omega)$. Here, $\mathcal{C}_{6 \hookrightarrow 2}$ is the best constant in the Sobolev embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ and $\mathcal{L}_{\kappa}$ is the Lipschitz constant of $\kappa$.

Proof. We proceed similarly to the proof of Theorem 3. Let $T_{2}$ be another solution of (17). A simple calculation shows that $T:=T_{1}-T_{2} \in H_{0}^{1}(\Omega)$ verifies the identity

$$
\begin{equation*}
\int_{\Omega}\left(\kappa\left(T_{2}\right) \nabla T \cdot \nabla S+(\mathbf{v} \cdot \nabla T) S\right) \mathrm{d} x=\int_{\Omega}\left(\kappa\left(T_{2}\right)-\kappa\left(T_{1}\right)\right) \nabla T_{1} \cdot \nabla S \mathrm{~d} x \tag{20}
\end{equation*}
$$

for every $S \in H_{0}^{1}(\Omega)$. We now estimate the term $\|\nabla T\|_{\mathbf{L}^{2}(\Omega)}$. To this end, we set $S=T$ in (20), use the fact that $\mathbf{v} \in \mathbf{V}(\Omega)$, apply the Lipschitz condition of $\kappa$, and apply the standard Sobolev embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ to conclude that $\kappa_{-}\|\nabla T\|_{\mathbf{L}^{2}(\Omega)} \leq \mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\|\nabla T\|_{\mathbf{L}^{2}(\Omega)}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}$. By substituing the bound (19), we then conclude $\|\nabla T\|_{\mathbf{L}^{2}(\Omega)} \leq 0$. This proves uniqueness when (19) holds.

Remark $6(d=2)$. If $d=2$, the assumption on $T_{1}$ in (19) can be improved to $\mathcal{L}_{\kappa} \mathcal{C}_{\sigma \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{t}(\Omega)} / \kappa_{-}<1$ for some $t>2$, where $\sigma$ satisfies $1 / \sigma+1 / t=1 / 2$. This is achieved by exploiting the fact that $H_{0}^{1}(\Omega) \hookrightarrow L^{\iota}(\Omega)$ for $\iota<\infty$ in two dimensions.
3. The coupled problem. The main goal of this section is to show the existence of suitable weak solutions for the coupled problem (1) and to derive a uniqueness result under suitable assumptions. As a first step, we introduce the assumptions under which we will work and introduce the concept of a weak solution.
3.1. Main assumptions. Inspired by the results in the previous sections, we consider the following assumptions on the viscosity and diffusivity coefficients.

- Viscosity: The viscosity $\nu \in C^{0,1}(\mathbb{R})$ is a function that is strictly positive and bounded: there exist positive constants $\nu_{-}$and $\nu_{+}$such that

$$
\begin{equation*}
\nu_{-} \leq \nu(r) \leq \nu_{+} \quad \forall r \in \mathbb{R} \tag{21}
\end{equation*}
$$

- Diffusivity: The thermal coefficient $\kappa \in C^{0,1}(\mathbb{R})$ is a strictly positive and bounded function: there exists positive constant $\kappa_{-}$and $\kappa_{+}$such that

$$
\begin{equation*}
\kappa_{-} \leq \kappa(r) \leq \kappa_{+} \quad \forall r \in \mathbb{R} \tag{22}
\end{equation*}
$$

- Lipschitz constants: We denote by $\mathcal{L}_{\nu}$ and $\mathcal{L}_{\kappa}$ the Lipschitz constants associated to the functions $\nu$ and $\kappa$, respectively.
3.2. Weak solution. We use the following notion of weak solution for (1).

Definition 7 (weak solution). Let $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$ and $g \in H^{-1}(\Omega)$. We say that $(\mathbf{u}, \mathrm{p}, T) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$ is a weak solution to (1) if

$$
\begin{gather*}
\int_{\Omega}\left(\nu(T) \nabla \mathbf{u} \cdot \nabla \mathbf{v}+(\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v}+\mathbf{u} \cdot \mathbf{v}+|\mathbf{u}|^{s-2} \mathbf{u} \cdot \mathbf{v}-\mathrm{p} \operatorname{div} \mathbf{v}\right) \mathrm{d} x=\langle\mathbf{f}, \mathbf{v}\rangle  \tag{23}\\
\int_{\Omega} \mathbf{q} \operatorname{div} \mathbf{u} \mathrm{d} x=0, \quad \int_{\Omega}(\kappa(T) \nabla T \cdot \nabla S+(\mathbf{u} \cdot \nabla T) S) \mathrm{d} x=\langle g, S\rangle
\end{gather*}
$$

for all $(\mathbf{v}, \mathbf{q}, S) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$. The parameter $s$ belongs to $[3,4]$.
It is important to note that, given the assumptions imposed on the problem data, all terms in system (23) are well-defined.
3.3. Existence of solutions. We are now in a position to establish an existence result for problem (23). To simplify our writing, we adopt the following notation:
$\forall(\mathbf{v}, S) \in \mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega): \quad\|(\mathbf{v}, S)\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)}:=\left[\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}^{2}+\|\nabla S\|_{\mathbf{L}^{2}(\Omega)}^{2}\right]^{\frac{1}{2}}$,
$\forall(\mathbf{f}, g) \in \mathbf{H}^{-1}(\Omega) \times H^{-1}(\Omega): \quad\|(\mathbf{f}, g)\|_{\mathbf{H}^{-1}(\Omega) \times H^{-1}(\Omega)}:=\left[\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}^{2}+\|g\|_{H^{-1}(\Omega)}^{2}\right]^{\frac{1}{2}}$.
Theorem 8 (existence of solutions). Let $d \in\{2,3\}$, and let $\Omega \subset \mathbb{R}^{d}$ be an open and bounded domain with Lipschitz boundary $\partial \Omega$. Let $\nu$ and $\kappa$ in $C^{0,1}(\mathbb{R})$ be such that inequalities (21) and (22) hold. If $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$ and $g \in H^{-1}(\Omega)$, then problem (23) has at least one solution $(\mathbf{u}, \mathrm{p}, T) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$. Moreover, we have

$$
\begin{align*}
\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)} & \leq \nu_{-}^{-1}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}, \quad\|\mathbf{p}\|_{L^{2}(\Omega)} \leq \beta^{-1} \Lambda(\mathbf{f})\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}  \tag{24}\\
\|\nabla T\|_{\mathbf{L}^{2}(\Omega)} & \leq \kappa_{-}^{-1}\|g\|_{H^{-1}(\Omega)} \tag{25}
\end{align*}
$$

where $\Lambda$ is defined in (12).
Proof. We adapt the proof of Theorem 2.2 in [2] to our case and divide the proof into several steps.

Step 1. A mapping $\Phi$ : Let $\mathbf{u}, \mathbf{v} \in \mathbf{V}(\Omega)$, and let $T, S \in H_{0}^{1}(\Omega)$ be arbitrary. To simplify the notation, we define the variables $\mathcal{U}:=(\mathbf{u}, T)$ and $\mathcal{V}:=(\mathbf{v}, S)$. We introduce the mapping $\Phi$ from the space $\mathbf{V}(\Omega) \times H_{0}^{1}(\Omega)$ into its dual space as

$$
\begin{align*}
&\langle\Phi(\mathcal{U}), \mathcal{V}\rangle:=\int_{\Omega}\left(\nu(T) \nabla \mathbf{u} \cdot \nabla \mathbf{v}+(\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v}+\mathbf{u} \cdot \mathbf{v}+|\mathbf{u}|^{s-2} \mathbf{u} \cdot \mathbf{v}\right) \mathrm{d} x  \tag{26}\\
&+\int_{\Omega}(\kappa(T) \nabla T \cdot \nabla S+(\mathbf{u} \cdot \nabla T) S) \mathrm{d} x-\langle\mathbf{f}, \mathbf{v}\rangle-\langle g, S\rangle
\end{align*}
$$

As a consequence of $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{\iota}(\Omega)$, which holds for $\iota<\infty$ when $d=2$ and $\iota \leq 6$ when $d=3$, suitable Hölder's inequalities, the bounds (3) and (6), and the properties that $\nu$ and $\kappa$ satisfy, it can be deduced that $\Phi$ is continuous on $\mathbf{V}(\Omega) \times H_{0}^{1}(\Omega)$.

On the other hand, if we replace $\mathcal{U}$ by $\mathcal{V}$ in (26) and use that $a_{N}(\mathbf{v} ; \mathbf{v}, \mathbf{v})=0$, $a_{F}(\mathbf{v} ; \mathbf{v}, \mathbf{v})=\left(|\mathbf{v}|^{s-2},|\mathbf{v}|^{2}\right)_{L^{2}(\Omega)} \geq 0$, and $\int_{\Omega}(\mathbf{v} \cdot \nabla S) S \mathrm{~d} x=0$, together with the properties (21) and (22), we deduce that

$$
\begin{aligned}
&\langle\Phi(\mathcal{V}), \mathcal{V}\rangle \geq \min \left\{\nu_{-}, \kappa_{-}\right\}\|(\mathbf{v}, S)\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)}^{2} \\
& \quad\|(\mathbf{f}, g)\|_{\mathbf{H}^{-1}(\Omega) \times H^{-1}(\Omega)}\|(\mathbf{v}, S)\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)} .
\end{aligned}
$$

From this, we can conclude that $\langle\Phi(\mathcal{V}), \mathcal{V}\rangle \geq 0$ for all $\mathcal{V} \in \mathbf{V}(\Omega) \times H_{0}^{1}(\Omega)$ such that $\|(\mathbf{v}, S)\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)}=\min \left\{\nu_{-}, \kappa_{-}\right\}^{-1}\|(\mathbf{f}, g)\|_{\mathbf{H}^{-1}(\Omega) \times H^{-1}(\Omega)}=: \delta$.

Step 2. Galerkin approximation [50, Theorem 2.6]: Since $\mathbf{V}(\Omega)$ is separable, we can take a sequence $\left\{\mathbb{V}_{k}\right\}_{k \geq 1}$ of finite-dimensional subspaces of $\mathbf{V}(\Omega)$ such that

$$
\begin{equation*}
\forall k \in \mathbb{N}: \quad \mathbb{V}_{k} \subset \mathbb{V}_{k+1} \subset \mathbf{V}(\Omega), \quad \cup\left\{\mathbb{V}_{k}: k \in \mathbb{N}\right\} \text { is dense in } \mathbf{V}(\Omega) \tag{27}
\end{equation*}
$$

We can also take a sequence $\left\{\mathbb{W}_{k}\right\}_{k \geq 1}$ of finite-dimensional subspaces of $H_{0}^{1}(\Omega)$ so that the properties in (27) hold by replacing $\mathbb{V}_{k}$ and $\mathbf{V}(\Omega)$ by $\mathbb{W}_{k}$ and $\mathbf{H}_{0}^{1}(\Omega)$, respectively. Then, we define a Galerkin approximation $\mathcal{U}_{k}=\left(\mathbf{u}_{k}, T_{k}\right) \in \mathbb{V}_{k} \times \mathbb{W}_{k}$ by the identity

$$
\left\langle\Phi\left(\mathcal{U}_{k}\right), \mathcal{V}_{k}\right\rangle=0 \quad \forall \mathcal{V}_{k} \in \mathbb{V}_{k} \times \mathbb{W}_{k}
$$

As shown in Step 1 on a continuous level, $\Phi$ is a continuous from $\mathbb{V}_{k} \times \mathbb{W}_{k}$ into $\mathbb{V}_{k} \times \mathbb{W}_{k}$ and satisifies the property $\left\langle\Phi\left(\mathcal{V}_{k}\right), \mathcal{V}_{k}\right\rangle \geq 0$ for all $\mathcal{V}_{k} \in \mathbb{V}_{k} \times \mathbb{W}_{k}$ such that $\left\|\left(\mathbf{v}_{k}, S_{k}\right)\right\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)}=\min \left\{\nu_{-}, \kappa_{-}\right\}^{-1}\|(\mathbf{f}, g)\|_{\mathbf{H}^{-1}(\Omega) \times H^{-1}(\Omega)}=\delta$. Applying a consequence of Brouwer's classical fixed-point theorem [38, Chapter IV, Corollary 1.1], we deduce the existence of a solution $\boldsymbol{\mathcal { U }}_{k}$ such that

$$
\begin{equation*}
\left\langle\Phi\left(\mathcal{U}_{k}\right), \mathcal{V}_{k}\right\rangle=0 \quad \forall \mathcal{V}_{k} \in \mathbb{V}_{k} \times \mathbb{W}_{k}, \quad\left\|\left(\mathbf{u}_{k}, T_{k}\right)\right\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)} \leq \delta \tag{28}
\end{equation*}
$$

Step 3. Limite passage: Since the sequences $\left\{\mathbf{u}_{k}\right\}_{k \geq 1}$ and $\left\{T_{k}\right\}_{k \geq 1}$ are uniformly bounded in $\mathbf{H}_{0}^{1}(\Omega)$ and $H_{0}^{1}(\Omega)$, respectively, we deduce the existence of nonrelabeled subsequences such that $\mathbf{u}_{k} \rightharpoonup \mathbf{u}$ and $T_{k} \rightharpoonup T$ in $\mathbf{H}_{0}^{1}(\Omega)$ and $H_{0}^{1}(\Omega)$, respectively, as $k \uparrow \infty$. The compact embedding of [1, Theorem 6.3, Part I] guarantees that $\mathbf{u}_{k} \rightarrow \mathbf{u}$ in $\mathbf{L}^{q}(\Omega)$ and $T_{k} \rightarrow T$ in $L^{q}(\Omega)$ as $k \uparrow \infty$ for $q<\infty$ in two dimensions and $q<6$ in three dimensions. Note that by construction, we have for every $\ell \leq k$ that

$$
\begin{equation*}
\mathcal{U}_{k}=\left(\mathbf{u}_{k}, T_{k}\right) \in \mathbb{V}_{k} \times \mathbb{W}_{k}: \quad\left\langle\Phi\left(\mathcal{U}_{k}\right), \mathcal{V}_{\ell}\right\rangle=0 \quad \forall \mathcal{V}_{\ell} \in \mathbb{V}_{\ell} \times \mathbb{W}_{\ell} \tag{29}
\end{equation*}
$$

Let us now prove that the limit point $(\mathbf{u}, T)$ solves (23). To do so, we note that:
(i) $\int_{\Omega} \nu\left(T_{k}\right) \nabla \mathbf{u}_{k} \cdot \nabla \mathbf{v} \mathrm{~d} x \rightarrow \int_{\Omega} \nu(T) \nabla \mathbf{u} \cdot \nabla \mathbf{v} \mathrm{d} x$ as $k \uparrow \infty$ for $\mathbf{v} \in \mathbf{V}(\Omega)$ : It follows from the strong convergence of $\left\{T_{k}\right\}_{k \geq 1}$ to $T$ in $L^{2}(\Omega)$ and the Lipschitz continuity of
$\nu$ that $\nu\left(T_{k}\right) \nabla \mathbf{v} \rightarrow \nu(T) \nabla \mathbf{v}$ almost everywhere in $\Omega$ as $k \uparrow \infty$. Since $\nu$ is bounded, the Lebesgue dominated convergence theorem shows that $\nu\left(T_{k}\right) \nabla \mathbf{v} \rightarrow \nu(T) \nabla \mathbf{v}$ in $\mathbf{L}^{2}(\Omega)$ as $k \uparrow \infty$. As a result, $\int_{\Omega} \nu\left(T_{k}\right) \nabla \mathbf{u}_{k} \cdot \nabla \mathbf{v} \mathrm{~d} x \rightarrow \int_{\Omega} \nu(T) \nabla \mathbf{u} \cdot \nabla \mathbf{v} \mathrm{d} x$ as $k \uparrow \infty$.
(ii) $a_{N}\left(\mathbf{u}_{k} ; \mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a_{N}(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$ for $\mathbf{v} \in \mathbf{V}(\Omega)$ : The proof of this convergence result can be found in the proof of [38, Chapter IV, Theorem 2.1].
(iii) $a_{F}\left(\mathbf{u}_{k} ; \mathbf{u}_{k}, \mathbf{v}\right) \rightarrow a_{F}(\mathbf{u} ; \mathbf{u}, \mathbf{v})$ as $k \uparrow \infty$ for $\mathbf{v} \in \mathbf{V}(\Omega)$ : This convergence result is part of the proof of Theorem 1.
(iv) $\int_{\Omega} \kappa\left(T_{k}\right) \nabla T_{k} \cdot \nabla S \mathrm{~d} x \rightarrow \int_{\Omega} \kappa(T) \nabla T \cdot \nabla S \mathrm{~d} x$ as $k \uparrow \infty$ for $S \in H_{0}^{1}(\Omega)$ : This convergence result follows from arguments similar to those used in the item (i).

The results described in (i)-(iv) allow us to conclude that $\left\langle\Phi(\mathcal{U}), \mathcal{V}_{\ell}\right\rangle=0$ for all $\mathcal{V}_{\ell} \in \mathbb{V}_{\ell} \times \mathbb{W}_{\ell}$ and by density that $\langle\Phi(\mathcal{U}), \mathcal{V}\rangle=0$ for all $\mathcal{V} \in \mathbf{V}(\Omega) \times H_{0}^{1}(\Omega)$. We can therefore conclude that $(\mathbf{u}, T)$ satisfies the second and third equations in (23) and

$$
\langle\mathcal{H}, \mathbf{v}\rangle:=\int_{\Omega}\left(\nu(T) \nabla \mathbf{u} \cdot \nabla \mathbf{v}+(\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v}+\mathbf{u} \cdot \mathbf{v}+|\mathbf{u}|^{s-2} \mathbf{u} \cdot \mathbf{v}\right) \mathrm{d} x-\langle\mathbf{f}, \mathbf{v}\rangle=0
$$

for all $\mathbf{v} \in \mathbf{V}(\Omega)$.
Step 4. The pressure: The functional $\mathcal{H}$ is linear and continuous on $\mathbf{H}_{0}^{1}(\Omega)$ and is zero on the space $\mathbf{V}(\Omega)$. Consequently, by virtue of de Rham's theorem [29, Theorem B.73], there exists $\mathrm{p} \in L_{0}^{2}(\Omega)$ such that $\langle\mathcal{H}, \mathbf{v}\rangle=\langle\nabla \mathrm{p}, \mathbf{v}\rangle$ for $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$. We have thus proved the existence of a solution $(\mathbf{u}, \mathrm{p}, T)$. This concludes the proof.

Step 5. Stability bounds: The stability bounds (24)-(25) follow from the arguments developed in the proof of Proposition 2.
3.4. Uniqueness of solutions. Without regularity assumptions on the solution, deriving uniqueness of solutions for the nonlinear system (23) appears problematic. In the following, we show the uniqueness of solutions under suitable assumptions.

Theorem 9 (uniqueness of solutions). Let the assumptions of Theorem 8 hold. Let $d=3$ and assume that problem (23) has a solution $\left(\mathbf{u}_{1}, \mathrm{p}_{1}, T_{1}\right) \in \mathbf{W}^{1,3}(\Omega) \cap$ $\mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times W^{1,3}(\Omega) \cap H_{0}^{1}(\Omega)$ such that

$$
\begin{array}{r}
\frac{\mathcal{C}_{N}}{\nu_{-}^{2}}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}+\frac{\mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{u}_{1}\right\|_{\mathbf{L}^{3}(\Omega)}}{\nu_{-} \kappa_{-}\left(\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}\right)}<1 \\
\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}<\kappa_{-} \tag{31}
\end{array}
$$

Then, (23) has no other solution $\left(\mathbf{u}_{\mathbf{2}}, \mathrm{p}_{2}, T_{2}\right) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$. Here, $\mathcal{C}_{6 \hookrightarrow 2}$ and $\mathcal{C}_{4 \hookrightarrow 2}$ denote the best constants in the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow$ $\mathbf{L}^{4}(\Omega)$, respectively, and $\mathcal{L}_{\nu}$ and $\mathcal{L}_{\kappa}$ are the Lipschitz constants of $\nu$ and $\kappa$, respectively.

Proof. We adapt the arguments from the proof of [2, Proposition 2.3]. To do so, we let $\left(\mathbf{u}_{2}, \mathrm{p}_{2}, T_{2}\right)$ be another solution of the coupled problem (23) and define $\mathbf{u}:=\mathbf{u}_{1}-\mathbf{u}_{2} \in \mathbf{H}_{0}^{1}(\Omega), \mathrm{p}:=\mathrm{p}_{1}-\mathrm{p}_{2} \in L_{0}^{2}(\Omega)$, and $T:=T_{1}-T_{2} \in H_{0}^{1}(\Omega)$. A simple calculation shows that $T$ verifies the following identity for every $S \in H_{0}^{1}(\Omega)$ :

$$
\begin{equation*}
\int_{\Omega} \kappa\left(T_{2}\right) \nabla T \cdot \nabla S \mathrm{~d} x+\int_{\Omega}\left(\mathbf{u}_{1} \cdot \nabla T_{1}-\mathbf{u}_{2} \cdot \nabla T_{2}\right) S \mathrm{~d} x=\int_{\Omega}\left(\kappa\left(T_{2}\right)-\kappa\left(T_{1}\right)\right) \nabla T_{1} \cdot \nabla S \mathrm{~d} x \tag{32}
\end{equation*}
$$

We set $S=T$ and use that $\int_{\Omega}\left(\mathbf{u}_{2} \cdot \nabla T\right) T \mathrm{~d} x=0$ because $\mathbf{u}_{2} \in \mathbf{V}(\Omega)$ to obtain

$$
\int_{\Omega} \kappa\left(T_{2}\right)|\nabla T|^{2} \mathrm{~d} x+\int_{\Omega}\left(\mathbf{u} \cdot \nabla T_{1}\right) T \mathrm{~d} x=\int_{\Omega}\left(\kappa\left(T_{2}\right)-\kappa\left(T_{1}\right)\right) \nabla T_{1} \cdot \nabla T \mathrm{~d} x
$$

We now use the assumptions on $\kappa$ presented in $\S 3.1$, suitable Hölder's inequalities, the bound $\left\|\nabla T_{1}\right\|_{\mathbf{L}^{2}(\Omega)} \leq \kappa_{-}^{-1}\|g\|_{H^{-1}(\Omega)}$, and standard Sobolev embeddings to obtain

$$
\begin{align*}
& \kappa_{-}\|\nabla T\|_{\mathbf{L}^{2}(\Omega)}^{2} \leq \kappa_{-}^{-1} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}\|g\|_{H^{-1}(\Omega)}\|\nabla T\|_{\mathbf{L}^{2}(\Omega)}  \tag{33}\\
&+\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}\|\nabla T\|_{\mathbf{L}^{2}(\Omega)}^{2}
\end{align*}
$$

This estimate leads directly to the following bound:

$$
\begin{equation*}
\|\nabla T\|_{\mathbf{L}^{2}(\Omega)} \leq\left(\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}\right)^{-1} \kappa_{-}^{-1} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}\|g\|_{H^{-1}(\Omega)} \tag{34}
\end{equation*}
$$

We now apply arguments similar to those we used for (32) and obtain

$$
\begin{align*}
& \int_{\Omega}\left(\nu\left(T_{2}\right) \nabla \mathbf{u} \cdot \nabla \mathbf{v}+\left(\mathbf{u}_{1} \cdot \nabla\right) \mathbf{u}_{1} \cdot \mathbf{v}-\left(\mathbf{u}_{2} \cdot \nabla\right) \mathbf{u}_{2} \cdot \mathbf{v}+\mathbf{u} \cdot \mathbf{v}\right.  \tag{35}\\
& \left.\quad+\left|\mathbf{u}_{1}\right|^{s-2} \mathbf{u}_{1} \cdot \mathbf{v}-\left|\mathbf{u}_{2}\right|^{s-2} \mathbf{u}_{2} \cdot \mathbf{v}\right) \mathrm{d} x=\int_{\Omega}\left(\nu\left(T_{2}\right)-\nu\left(T_{1}\right)\right) \nabla \mathbf{u}_{1} \cdot \nabla \mathbf{v} \mathrm{~d} x
\end{align*}
$$

for all $\mathbf{v} \in \mathbf{V}(\Omega)$. To control the term $\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}$, we set $\mathbf{v}=\mathbf{u}$ in (35), invoke [28, Chapter I, Lemma 4.4], and apply the estimates (6) and (13) to conclude that

$$
\begin{aligned}
\nu_{-}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2} \leq \nu_{-}^{-1} \mathcal{C}_{N}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2} \| & \mathbf{f} \|_{\mathbf{H}^{-1}(\Omega)} \\
& +\mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2}\|\nabla T\|_{\mathbf{L}^{2}(\Omega)}\left\|\nabla \mathbf{u}_{1}\right\|_{\mathbf{L}^{3}(\Omega)}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}
\end{aligned}
$$

Replacing (34) into the previous bound we obtain

$$
\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{2}\left(1-\frac{\mathcal{C}_{N}}{\nu_{-}^{2}}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}-\frac{\mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{u}_{1}\right\|_{\mathbf{L}^{3}(\Omega)}}{\nu_{-} \kappa_{-}\left(\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{3}(\Omega)}\right)}\right) \leq 0
$$

which, in view of (30), immediately shows that $\mathbf{u}=\mathbf{0}$ and therefore $\mathbf{u}_{1}=\mathbf{u}_{2}$. We now substitute $\mathbf{u}=\mathbf{0}$ in (33) and use assumption (31) to obtain that $T=0$. Finally, using the inf-sup condition (9), we arrive at $\mathrm{p}=0$. This concludes the proof.

Since different Sobolev embedding results hold in two dimensions, it is possible to improve the regularity assumptions under which it is possible to obtain uniqueness.

THEOREM 10 (uniqueness of solutions). Let the assumptions of Theorem 8 hold. Let $d=2$ and assume that problem (23) has a solution $\left(\mathbf{u}_{1}, \mathrm{p}_{1}, T_{1}\right) \in \mathbf{W}^{1,2+\varepsilon}(\Omega) \cap$ $\mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times W^{1,2+\varepsilon}(\Omega) \cap H_{0}^{1}(\Omega)$ for some $\epsilon>0$ such that

$$
\begin{array}{r}
\frac{\mathcal{C}_{N}}{\nu_{-}^{2}}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}+\frac{\mathcal{L}_{\nu} \mathcal{C}_{\varepsilon} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{u}_{1}\right\|_{\mathbf{L}^{2+\varepsilon}(\Omega)}}{\nu_{-} \kappa_{-}\left(\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{\varepsilon}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{2+\varepsilon}(\Omega)}\right)}<1, \\
\mathcal{L}_{\kappa} \mathcal{C}_{\varepsilon}\left\|\nabla T_{1}\right\|_{\mathbf{L}^{2+\varepsilon}(\Omega)} \tag{37}
\end{array}<\kappa_{-} .
$$

Then, problem (23) has no other solution $\left(\mathbf{u}_{2}, \mathrm{p}_{2}, T_{2}\right) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$. Here, $\mathcal{C}_{\varepsilon}$ and $\mathcal{C}_{4 \hookrightarrow 2}$ denote the best constants in $H_{0}^{1}(\Omega) \hookrightarrow L^{2(2+\varepsilon) / \varepsilon}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{4}(\Omega)$, respectively, and $\mathcal{L}_{\nu}$ and $\mathcal{L}_{\kappa}$ are the Lipschitz constants of $\nu$ and $\kappa$, respectively.
4. Finite element approximation. In this section, we propose and analyze a finite element scheme to approximate solutions of the nonlinear coupled problem (23). As far as the analysis is concerned, we study the convergence properties of the discretization scheme and derive a priori error bounds. To this end, we first introduce some notions and basic ingredients [17, 19, 23, 29].
4.1. Notation and basic components. From now on, we assume that $\Omega$ is a Lipschitz polytope so that it can be exactly triangulated. Let $\mathscr{T}_{h}=\{K\}$ be a conforming partition of $\bar{\Omega}$ into closed simplices $K$ of size $h_{K}=\operatorname{diam}(K)$. Here, $h:=\max \left\{h_{K}: K \in \mathscr{T}_{h}\right\}$. We denote by $\mathbb{T}=\left\{\mathscr{T}_{h}\right\}_{h>0}$ a collection of conforming meshes $\mathscr{T}_{h}$, which are refinements of an initial mesh $\mathscr{T}_{0}$. We assume that the collection $\mathbb{T}$ satisfies the so-called shape regularity condition.
4.2. Finite element spaces. Let $\mathscr{T}_{h}$ be a mesh in $\mathbb{T}$. To approximate the velocity field $\mathbf{u}$ and the pressure p of the fluid, we consider a pair $\left(\mathbf{X}_{h}, M_{h}\right)$ of finite element spaces satisfying a uniform discrete inf-sup condition: There exists a constant $\tilde{\beta}>0$ independent of $h$ such that

$$
\begin{equation*}
\inf _{\mathbf{q}_{h} \in M_{h}} \sup _{\mathbf{v}_{h} \in \mathbf{X}_{h}} \frac{\int_{\Omega} \mathbf{q}_{h} \operatorname{div} \mathbf{v}_{h} \mathrm{~d} x}{\left\|\nabla \mathbf{v}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}\left\|\mathbf{q}_{h}\right\|_{L^{2}(\Omega)}} \geqslant \tilde{\beta}>0 \tag{38}
\end{equation*}
$$

We will look in particular at the following pairs, which are significant in the literature:
(1) The lowest order Taylor-Hood element introduced in [56] for $d=2$; see also [38, Chapter II, Section 4.2], [29, Section 4.2.5], [17, Section 8.8.2]: In this case,

$$
\begin{align*}
& \mathbf{X}_{h}=\left\{\mathbf{v}_{h} \in \mathbf{C}(\bar{\Omega}):\left.\mathbf{v}_{h}\right|_{K} \in\left[\mathbb{P}_{2}(K)\right]^{d} \forall K \in \mathscr{T}_{h}\right\} \cap \mathbf{H}_{0}^{1}(\Omega),  \tag{39}\\
& M_{h}=\left\{\mathbf{q}_{h} \in L_{0}^{2}(\Omega) \cap C(\bar{\Omega}):\left.\mathbf{q}_{h}\right|_{K} \in \mathbb{P}_{1}(K) \forall K \in \mathscr{T}_{h}\right\} . \tag{40}
\end{align*}
$$

(2) The mini element introduced in [11] for $d=2$; see also [38, Chapter II, Section 4.1], [29, Section 4.2.4], [17, Section 8.4.2]: In this scenario,

$$
\begin{align*}
& \mathbf{X}_{h}=\left\{\mathbf{v}_{h} \in \mathbf{C}(\bar{\Omega}):\left.\mathbf{v}_{h}\right|_{K} \in[\mathbb{W}(K)]^{d} \forall K \in \mathscr{T}\right\} \cap \mathbf{H}_{0}^{1}(\Omega),  \tag{41}\\
& M_{h}=\left\{\mathbf{q}_{h} \in L_{0}^{2}(\Omega) \cap C(\bar{\Omega}):\left.\mathbf{q}_{h}\right|_{K} \in \mathbb{P}_{1}(K) \forall K \in \mathscr{T}\right\}, \tag{42}
\end{align*}
$$

where $\mathbb{W}(K):=\mathbb{P}_{1}(K) \oplus \mathbb{B}(K)$, and $\mathbb{B}(K)$ denotes the space spanned by a local bubble function.
A proof of the inf-sup condition (38) for the mini element can be found in [29, Lemma 4.20]. Provided that the mesh $\mathscr{T}_{h}$ contains at least three triangles in two dimensions and that each tetrahedron has at least one internal vertex in three dimensions, a proof of (38) for the Taylor-Hood element can be found in [17, Theorem 8.8.1] and [17, Theorem 8.8.2], respectively.

To approximate the temperature variable of the fluid, we consider the space

$$
\begin{equation*}
Y_{h}:=\left\{S_{h} \in C(\bar{\Omega}):\left.S_{h}\right|_{K} \in \mathbb{P}_{\mathfrak{r}}(K) \forall K \in \mathscr{T}_{h}\right\} \cap H_{0}^{1}(\Omega), \tag{43}
\end{equation*}
$$

where $\mathfrak{r}=1$ if the mini element is used to approximate $(\mathbf{u}, \mathrm{p})$, or $\mathfrak{r}=2$ if we approximate ( $\mathbf{u}, \mathrm{p}$ ) with the Taylor-Hood element.

The finite element spaces $\mathbf{X}_{h}$ and $Y_{h}$ satisfy the following basic approximation properties: For all $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$ and $S \in H_{0}^{1}(\Omega)$, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left(\inf _{\mathbf{v}_{h} \in \mathbf{X}_{h}}\left\|\nabla\left(\mathbf{v}-\mathbf{v}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}\right)=0, \quad \lim _{h \rightarrow 0}\left(\inf _{S_{h} \in Y_{h}}\left\|\nabla\left(S-S_{h}\right)\right\|_{L^{2}(\Omega)}\right)=0 \tag{44}
\end{equation*}
$$

We also have the existence of interpolation operators $\boldsymbol{\Pi}_{h}: \mathbf{H}_{0}^{1}(\Omega) \rightarrow \mathbf{X}_{h}$ and $\Pi_{h}:$ $H_{0}^{1}(\Omega) \rightarrow Y_{h}$ such that, for every $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$ and $S \in H_{0}^{1}(\Omega)$, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\nabla\left(\mathbf{v}-\mathbf{\Pi}_{h} \mathbf{v}\right)\right\|_{\mathbf{L}^{2}(\Omega)} \rightarrow 0, \quad \lim _{h \rightarrow 0}\left\|\nabla\left(S-\Pi_{h} S\right)\right\|_{\mathbf{L}^{2}(\Omega)} \rightarrow 0 \tag{45}
\end{equation*}
$$

Finally, we introduce the space $\mathbf{V}_{h}:=\left\{\mathbf{v}_{h} \in \mathbf{X}_{h}: \int_{\Omega} \mathbf{q}_{h} \operatorname{div} \mathbf{v}_{h} \mathrm{~d} x=0 \forall \mathbf{q}_{h} \in M_{h}\right\}$.
4.3. The discrete coupled problem. Before presenting a discrete scheme for the nonlinear problem (23), we introduce some basic ingredients. First, we define

$$
\begin{aligned}
\mathfrak{a}: Y_{h} \times \mathbf{X}_{h} \times \mathbf{X}_{h} \rightarrow \mathbb{R}, & \mathfrak{a}\left(T_{h} ; \mathbf{u}_{h}, \mathbf{v}_{h}\right):=\int_{\Omega}\left(\nu\left(T_{h}\right) \nabla \mathbf{u}_{h} \cdot \nabla \mathbf{v}_{h}+\mathbf{u}_{h} \cdot \mathbf{v}_{h}\right) \mathrm{d} x \\
\mathfrak{b}: Y_{h} \times Y_{h} \times Y_{h} \rightarrow \mathbb{R}, & \mathfrak{b}\left(R_{h} ; T_{h}, S_{h}\right):=\int_{\Omega} \kappa\left(R_{h}\right) \nabla T_{h} \cdot \nabla S_{h} \mathrm{~d} x
\end{aligned}
$$

Since functions in $\mathbf{V}_{h}$ are generally not divergence-free, we follow [57, Chapter II, §3.2] and [37, Chapter IV, $\S 3]$ and introduce a slight variation of the form $a_{N}$ that preserves the antisymmetry on a discrete level. To be precise, we define $a_{S N}: \mathbf{X}_{h}^{3} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
a_{S N}\left(\mathbf{u}_{h} ; \mathbf{v}_{h}, \mathbf{w}_{h}\right):=\frac{1}{2}\left[a_{N}\left(\mathbf{u}_{h} ; \mathbf{v}_{h}, \mathbf{w}_{h}\right)-a_{N}\left(\mathbf{u}_{h} ; \mathbf{w}_{h}, \mathbf{v}_{h}\right)\right] . \tag{46}
\end{equation*}
$$

Note that $a_{S N}\left(\mathbf{u}_{h} ; \mathbf{v}_{h}, \mathbf{v}_{h}\right)=0$ for $\mathbf{u}_{h}, \mathbf{v}_{h} \in \mathbf{X}_{h}$. Similarly, we introduce the form $a_{S T}: \mathbf{X}_{h} \times Y_{h} \times Y_{h} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
a_{S T}\left(\mathbf{v}_{h} ; T_{h}, S_{h}\right):=\frac{1}{2} \int_{\Omega}\left(\left(\mathbf{v}_{h} \cdot \nabla T_{h}\right) S_{h}-\left(\mathbf{v}_{h} \cdot \nabla S_{h}\right) T_{h}\right) \mathrm{d} x . \tag{47}
\end{equation*}
$$

Note that $a_{S T}\left(\mathbf{v}_{h} ; S_{h}, S_{h}\right)=0$ for $\mathbf{v}_{h} \in \mathbf{X}_{h}$ and $S_{h} \in Y_{h}$.
With all these ingredients, we introduce the following discrete approximation of (23): Given $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$ and $g \in H^{-1}(\Omega)$, find $\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$ such that

$$
\begin{align*}
\mathfrak{a}\left(T_{h} ; \mathbf{u}_{h}, \mathbf{v}_{h}\right)+a_{S N}\left(\mathbf{u}_{h} ; \mathbf{u}_{h}, \mathbf{v}_{h}\right)+a_{F}\left(\mathbf{u}_{h} ; \mathbf{u}_{h}, \mathbf{v}_{h}\right)+b\left(\mathbf{v}_{h}, \mathbf{p}_{h}\right)=\left\langle\mathbf{f}, \mathbf{v}_{h}\right\rangle  \tag{48}\\
b\left(\mathbf{u}_{h}, \mathbf{q}_{h}\right)=0, \quad \mathfrak{b}\left(T_{h} ; T_{h}, S_{h}\right)+a_{S T}\left(\mathbf{u}_{h} ; T_{h}, S_{h}\right)=\left\langle g, S_{h}\right\rangle,
\end{align*}
$$

for all $\left(\mathbf{v}_{h}, \mathbf{q}_{h}, S_{h}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$ and $s \in[3,4]$.
In the following we prove that for every $h>0$ the discrete problem (48) has a solution and that the sequence of solutions $\left\{\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right)\right\}_{h>0}$ is uniformly bounded in $\mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$.

Theorem 11 (existence of solutions). In the framework of Theorem 8, there is at least one solution $\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$ for problem (48). Moreover,

$$
\begin{align*}
\left\|\nabla \mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} & \leq \nu_{-}^{-1}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}, \quad\left\|\mathrm{p}_{h}\right\|_{L^{2}(\Omega)} \leq \tilde{\beta}^{-1} \Lambda(\mathbf{f})\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}  \tag{49}\\
\left\|\nabla T_{h}\right\|_{\mathbf{L}^{2}(\Omega)} & \leq \kappa_{-}^{-1}\|g\|_{H^{-1}(\Omega)} \tag{50}
\end{align*}
$$

where $\Lambda$ is defined in (12).
Proof. As in the proof of Theorem 8, we define a suitable operator $\Phi_{h}$ from $\mathbf{V}_{h} \times Y_{h}$ into itself. Since $a_{S N}\left(\mathbf{u}_{h} ; \mathbf{v}_{h}, \mathbf{v}_{h}\right)=0$ for $\mathbf{u}_{h}, \mathbf{v}_{h} \in \mathbf{X}_{h}$ and $a_{S T}\left(\mathbf{v}_{h} ; S_{h}, S_{h}\right)=0$ for $\mathbf{v}_{h} \in \mathbf{X}_{h}$ and $S_{h} \in Y_{h}$, it can be proved that $\left\langle\Phi\left(\mathcal{V}_{h}\right), \mathcal{V}_{h}\right\rangle \geq 0$ for any $\mathcal{V}_{h}=$ $\left(\mathbf{v}_{h}, S_{h}\right) \in \mathbf{V}_{h} \times Y_{h}$ such that $\left\|\left(\mathbf{v}_{h}, S_{h}\right)\right\|_{\mathbf{H}_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)}=\delta$. The existence of a solution $\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$ therefore follows directly from [38, Chapter IV, Corollary 1.1] and the discrete inf-sup condition (38). Finally, the discrete stability bounds (49)-(50) follow from the arguments developed in the proof of Proposition 2.

As for the continuous case, we can also show the uniqueness of solutions for the discrete problem (48) under suitable assumptions.

Theorem 12 (uniqueness of solutions). Let the assumptions of Theorem 8 hold. Let $d=3$ and assume that problem (48) has a solution $\left(\mathbf{u}_{h_{1}}, \mathrm{p}_{h_{1}}, T_{h_{1}}\right) \in \mathbf{W}^{1,3}(\Omega) \cap$
$\mathbf{X}_{h} \times M_{h} \times W^{1,3}(\Omega) \cap Y_{h}$ such that

$$
\begin{align*}
\frac{\mathcal{C}_{N}}{\nu_{-}^{2}}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}+\frac{\mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{u}_{h 1}\right\|_{\mathbf{L}^{3}(\Omega)}}{\nu_{-} \kappa_{-}\left(\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{h_{1}}\right\|_{\mathbf{L}^{3}(\Omega)}\right)} & <1  \tag{51}\\
\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla T_{h_{1}}\right\|_{\mathbf{L}^{3}(\Omega)} & <\kappa_{-} . \tag{52}
\end{align*}
$$

Then, (48) has no other solution $\left(\mathbf{u}_{h 2}, \mathrm{p}_{h_{2}}, T_{h 2}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$. Here, $\mathcal{C}_{6 \hookrightarrow 2}$ and $\mathcal{C}_{4 \hookrightarrow 2}$ denote the best constants in the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow$ $\mathbf{L}^{4}(\Omega)$, respectively, and $\mathcal{L}_{\nu}$ and $\mathcal{L}_{\kappa}$ are the Lipschitz constants of $\nu$ and $\kappa$, respectively.

Proof. Let $\left(\mathbf{u}_{h 2}, \mathrm{p}_{h_{2}}, T_{h_{2}}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$ be another solution to problem (48) and define $\mathbf{u}_{h}:=\mathbf{u}_{h_{1}}-\mathbf{u}_{h_{2}} \in \mathbf{X}_{h}, \mathrm{p}_{h}:=\mathrm{p}_{h_{1}}-\mathrm{p}_{h_{2}} \in M_{h}$, and $T_{h}:=T_{h_{1}}-T_{h_{2}} \in Y_{h}$. We proceed similarly to the proof of Theorem 9 with special considerations on the bilinear forms $a_{S N}$ and $a_{S T}$. This concludes the proof.

As in the continuous case, the regularity requirements for the solution in dimension 2 can be relaxed.

THEOREM 13 (uniqueness of solutions). Let the assumptions of Theorem 8 hold. Let $d=2$ and assume that problem (48) has a solution $\left(\mathbf{u}_{h_{1}}, \mathrm{p}_{h_{1}}, T_{h_{1}}\right) \in \mathbf{W}^{1,2+\varepsilon}(\Omega) \cap$ $\mathbf{X}_{h} \times M_{h} \times W^{1,2+\varepsilon}(\Omega) \cap Y_{h}$ for some $\varepsilon>0$ such that

$$
\begin{align*}
& \frac{\mathcal{C}_{N}}{\nu_{-}^{2}}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}+\frac{\mathcal{L}_{\nu} \mathcal{C}_{\varepsilon} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{u}_{h_{1}}\right\|_{\mathbf{L}^{2+\varepsilon}(\Omega)}}{\nu_{-} \kappa_{-}\left(\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{\varepsilon}\left\|\nabla T_{h_{1}}\right\|_{\mathbf{L}^{2+\varepsilon}(\Omega)}\right)}<1  \tag{53}\\
& \mathcal{L}_{\kappa} \mathcal{C}_{\varepsilon}\left\|\nabla T_{h_{1}}\right\|_{\mathbf{L}^{2+\varepsilon}(\Omega)}<\kappa_{-} \tag{54}
\end{align*}
$$

Then, (48) has no other solution $\left(\mathbf{u}_{h 2}, \mathrm{p}_{h_{2}}, T_{h 2}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}$. Here, $\mathcal{C}_{\varepsilon}$ and $\mathcal{C}_{4 \hookrightarrow 2}$ denote the best constants in the embeddings $H_{0}^{1}(\Omega) \hookrightarrow L^{2(2+\varepsilon) / \varepsilon}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow$ $\mathbf{L}^{4}(\Omega)$, respectively, and $\mathcal{L}_{\nu}$ and $\mathcal{L}_{\kappa}$ are the Lipschitz constants of $\nu$ and $\kappa$, respectively.
4.4. Convergence. We present the following convergence result. The main feature of this result is that it does not require any regularity properties of solutions other than those required for the well-posedness of the problem, no additional smallness assumptions, and no further regularity properties of $\Omega$ beyond a Lipschitz property.

THEOREM 14 (convergence result). In the framework of Theorem 8, let $h>0$, and let $\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right)$ be a solution of the discrete problem (48). Then, there exists a nonrelabeled subsequence of $\left\{\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right)\right\}_{h>0}$ such that $\mathbf{u}_{h} \rightharpoonup \mathbf{u}, \mathrm{p}_{h} \rightharpoonup \mathrm{p}$, and $T_{h} \rightharpoonup T$ in $\mathbf{H}_{0}^{1}(\Omega), L_{0}^{2}(\Omega)$, and $H_{0}^{1}(\Omega)$, respectively, as $h \rightarrow 0$. Moreover, $(\mathbf{u}, \mathrm{p}, T)$ solves (23).

Proof. Given $h>0$, the existence of a discrete solution $\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right) \in \mathbf{X}_{h} \times M_{h} \times$ $Y_{h}$ is guaranteed by Theorem 11. We note that, given the stability bounds in Theorem 11 , the sequence $\left\{\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right)\right\}_{h>0}$ is uniformly bounded in $\mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega)$ with respect to the discretization parameter $h$. We can therefore deduce the existence of a nonrelabeled subsequence $\left\{\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right)\right\}_{h>0}$ such that

$$
\begin{equation*}
\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right) \rightharpoonup(\mathbf{u}, \mathrm{p}, T), \quad h \rightarrow 0 \tag{55}
\end{equation*}
$$

in $\mathbf{H}_{0}^{1}(\Omega) \times L^{2}(\Omega) \times H_{0}^{1}(\Omega)$. In the following, we show that $(\mathbf{u}, \mathrm{p}, T) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega) \times$ $H_{0}^{1}(\Omega)$ solves the nonlinear problem (23). To do this, we proceed in several steps.

Step 1. We show that the pair $(\mathbf{u}, \mathrm{p}) \in \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ solves the first two equations in (23) with temperature $T$. To do this, we let $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$ be arbitrary and
set $\mathbf{v}_{h}=\boldsymbol{\Pi}_{h} \mathbf{v} \in \mathbf{X}_{h}$. A simple calculation for the Forchheimer term shows that

$$
\begin{aligned}
& \mid \int_{\Omega}\left(\left|\mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h} \cdot \mathbf{v}_{h}-|\mathbf{u}|^{s-2} \mathbf{u} \cdot \mathbf{v}\right) \mathrm{d} x\left|\leq\left|\int_{\Omega}\right| \mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h} \cdot\left(\mathbf{v}_{h}-\mathbf{v}\right) \mathrm{d} x \mid \\
&+\left|\int_{\Omega}\left(\left|\mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h}-|\mathbf{u}|^{s-2} \mathbf{u}\right) \cdot \mathbf{v} \mathrm{d} x\right|=: \mathrm{I}_{h}+\mathrm{II}_{h}
\end{aligned}
$$

Given (10) and the fact that the embedding $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{\iota}(\Omega)$ is compact for $\iota<\infty$ when $d=2$ and $\iota<6$ when $d=3$, we can conclude that $\mathrm{II}_{h} \rightarrow 0$ as $h \rightarrow 0$. To analyze the term $\mathrm{I}_{h}$, we first invoke (4) to obtain

$$
\left.\left|\int_{\Omega}\right| \mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h} \cdot\left(\mathbf{v}_{h}-\mathbf{v}\right) \mathrm{d} x \mid \lesssim\left\|\nabla\left(\mathbf{v}-\mathbf{v}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}\left\|\nabla \mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{s-1}
$$

Since $\left\{\mathbf{u}_{k}\right\}_{k \in \mathbb{N}}$ is uniformly bounded in $\mathbf{H}_{0}^{1}(\Omega)$, the result (45) allows us to conclude.
In the following, we investigate the convergence of the convective term and prove that $a_{S N}\left(\mathbf{u}_{h} ; \mathbf{u}_{h}, \mathbf{v}_{h}\right) \rightarrow \int_{\Omega}(\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v d} x$ as $h \rightarrow 0$. To do so, we use the definition of the form $a_{S N}$ from (46) and then a property from (5) to obtain

$$
\begin{array}{r}
\left|\int_{\Omega}(\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v d} x-a_{S N}\left(\mathbf{u}_{h} ; \mathbf{u}_{h}, \mathbf{v}_{h}\right)\right| \leq \frac{1}{2}\left|\int_{\Omega}\left((\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{v}-\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u}_{h} \cdot \mathbf{v}_{h}\right) \mathrm{d} x\right| \\
+\frac{1}{2}\left|\int_{\Omega}\left(\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{v}_{h} \cdot \mathbf{u}_{h}-(\mathbf{u} \cdot \nabla) \mathbf{v} \cdot \mathbf{u}\right) \mathrm{d} x\right|=: \mathrm{III}_{h}+\mathrm{IV}_{h}
\end{array}
$$

To control $\mathrm{III}_{h}$, we use $\mathbf{u}_{h} \rightharpoonup \mathbf{u}$ in $\mathbf{H}_{0}^{1}(\Omega)$ as $k \uparrow \infty$, the fact that $\mathbf{u}, \mathbf{v} \in \mathbf{L}^{4}(\Omega)$, the compact embedding $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{q}(\Omega)$ for $q<\infty$ when $d=2$ and $q<6$ when $d=3$, the fact that $\left\{\mathbf{u}_{h}\right\}_{h>0}$ is uniformly bounded in $\mathbf{H}_{0}^{1}(\Omega)$, and (45) to obtain

$$
\begin{aligned}
2 \mathrm{III}_{h} \leq\left|\int_{\Omega}(\mathbf{u} \cdot \nabla)\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \mathbf{v d} x\right| & +\left|\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \nabla\right) \mathbf{u}_{h} \cdot \mathbf{v} \mathrm{~d} x\right| \\
& +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u}_{h} \cdot\left(\mathbf{v}-\mathbf{v}_{h}\right) \mathrm{d} x\right| \rightarrow 0, \quad h \rightarrow 0
\end{aligned}
$$

We apply similar arguments to control the term $\mathrm{IV}_{h}$ :

$$
\begin{aligned}
2 I \mathrm{~V}_{h} \leq\left|\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \nabla\right) \mathbf{v} \cdot \mathbf{u d} x\right| & +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{v} \cdot\left(\mathbf{u}-\mathbf{u}_{h}\right) \mathrm{d} x\right| \\
& +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla\right)\left(\mathbf{v}-\mathbf{v}_{h}\right) \cdot \mathbf{u}_{h} \mathrm{~d} x\right| \rightarrow 0, \quad h \rightarrow 0
\end{aligned}
$$

The convergence of the linear term is trivial: $\left|\int_{\Omega}\left(\mathbf{u} \cdot \mathbf{v}-\mathbf{u}_{h} \cdot \mathbf{v}_{h}\right) \mathrm{d} x\right| \rightarrow 0$ as $h \rightarrow 0$.
We now show that $\left(\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}, \nabla \mathbf{v}_{h}\right)_{\mathbf{L}^{2}(\Omega)} \rightarrow(\nu(T) \nabla \mathbf{u}, \nabla \mathbf{v})_{\mathbf{L}^{2}(\Omega)}$ as $h \rightarrow 0$. To achieve this, we proceed as follows. First, as in step 3 of the proof of Theorem 8, we have that $\nu\left(T_{h}\right) \nabla \mathbf{v} \rightarrow \nu(T) \nabla \mathbf{v}$ in $\mathbf{L}^{2}(\Omega)$ as $h \rightarrow 0$. This and the weak convergence $\mathbf{u}_{h} \rightharpoonup \mathbf{u}$ in $\mathbf{H}_{0}^{1}(\Omega)$ show that $\left(\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}, \nabla \mathbf{v}\right)_{\mathbf{L}^{2}(\Omega)} \rightarrow(\nu(T) \nabla \mathbf{u}, \nabla \mathbf{v})_{\mathbf{L}^{2}(\Omega)}$ as $h \rightarrow$ 0 . The fact that $\left|\left(\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}, \nabla\left(\mathbf{v}-\mathbf{v}_{h}\right)\right)_{\mathbf{L}^{2}(\Omega)}\right| \xrightarrow{\rightarrow} 0$ as $h \rightarrow 0$ follows from the boundedness of $\nu$, the uniform boundedness of $\left\{\mathbf{u}_{h}\right\}_{h>0}$ in $\mathbf{H}_{0}^{1}(\Omega)$ and the result (45).

On the other hand, since $\mathrm{p}_{h} \rightharpoonup \mathrm{p}$ in $L^{2}(\Omega)$ as $h \rightarrow 0$, the fact that $\left\{\mathrm{p}_{h}\right\}_{h>0}$ is uniformly bounded in $L^{2}(\Omega)$, the bound $\|\operatorname{div} \mathbf{w}\|_{L^{2}(\Omega)} \leq\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}(\Omega)}$, which holds for
every $\mathbf{w} \in \mathbf{H}_{0}^{1}(\Omega)$, and the result (45) lead us to the following conclusions:

$$
\begin{aligned}
&\left|\int_{\Omega}\left(\mathrm{p} \operatorname{div} \mathbf{v}-\mathrm{p}_{h} \operatorname{div} \mathbf{v}_{h}\right) \mathrm{d} x\right| \leq\left|\int_{\Omega}\left(\mathrm{p}-\mathrm{p}_{h}\right) \operatorname{div} \mathbf{v d} x\right| \\
&+\left\|\mathrm{p}_{h}\right\|_{L^{2}(\Omega)}\left\|\nabla\left(\mathbf{v}-\mathbf{v}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)} \rightarrow 0, \quad h \rightarrow 0
\end{aligned}
$$

Finally, the fact that $\int_{\Omega} \mathrm{q}$ divu $\mathrm{d} x=0$ for $\mathrm{q} \in L_{0}^{2}(\Omega)$ is trivial.
Step 3. We prove that $T$ solves the heat equation in (23). To do this, we let $S \in H_{0}^{1}(\Omega)$ be arbitrary and set $S_{h}=\Pi_{h} S \in Y_{h}$. Next, we write the bound

$$
\begin{aligned}
\mathfrak{I}_{h} & :=\left|\int_{\Omega}\left(\kappa(T) \nabla T \cdot \nabla S-\kappa\left(T_{h}\right) \nabla T_{h} \cdot \nabla S_{h}\right) \mathrm{d} x\right| \\
& \leq\left|\int_{\Omega}\left(\kappa(T) \nabla T-\kappa\left(T_{h}\right) \nabla T_{h}\right) \cdot \nabla S \mathrm{~d} x\right|+\left|\int_{\Omega} \kappa\left(T_{h}\right) \nabla T_{h} \cdot \nabla\left(S-S_{h}\right) \mathrm{d} x\right|
\end{aligned}
$$

The strong convergence $\kappa\left(T_{h}\right) \nabla S \rightarrow \kappa(T) \nabla S$ in $\mathbf{L}^{2}(\Omega)$ as $h \rightarrow 0$, the weak convergence $T_{h} \rightharpoonup T$ in $H_{0}^{1}(\Omega)$ as $h \rightarrow 0$, the boundedness of $\kappa$, the uniform boundedness of $\left\{T_{h}\right\}_{h>0}$ in $H_{0}^{1}(\Omega)$, and the result (45) show that $\Im_{h} \rightarrow 0$ as $h \rightarrow 0$.

We now prove that $a_{S T}\left(\mathbf{u}_{h} ; T_{h}, S_{h}\right) \rightarrow \int_{\Omega}(\mathbf{u} \cdot \nabla T) S \mathrm{~d} x$ as $h \rightarrow 0$. Since div $\mathbf{u}=0$ and $T, S \in H_{0}^{1}(\Omega)$, a simple calculation shows that

$$
\begin{aligned}
&\left|\int_{\Omega}(\mathbf{u} \cdot \nabla T) S \mathrm{~d} x-a_{S T}\left(\mathbf{u}_{h} ; T_{h}, S_{h}\right)\right| \leq \frac{1}{2}\left|\int_{\Omega}\left((\mathbf{u} \cdot \nabla T) S-\left(\mathbf{u}_{h} \cdot \nabla T_{h}\right) S_{h}\right) \mathrm{d} x\right| \\
&+\frac{1}{2}\left|\int_{\Omega}\left(\left(\mathbf{u}_{h} \cdot \nabla S_{h}\right) T_{h}-(\mathbf{u} \cdot \nabla S) T\right) \mathrm{d} x\right|=: \mathrm{V}_{h}+\mathrm{VI}_{h}
\end{aligned}
$$

To control $\mathrm{V}_{h}$, we use the strong convergence $\mathbf{u}_{h} \rightarrow \mathbf{u}$ in $\mathbf{L}^{4}(\Omega)$, the weak convergence $T_{h} \rightharpoonup T$ in $H_{0}^{1}(\Omega)$ as $h \rightarrow 0$, the uniform boundedness of $\left\{T_{h}\right\}_{h>0}$ and $\left\{\mathbf{u}_{h}\right\}_{h>0}$ in $H_{0}^{1}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega)$, respectively, and (45). These arguments show that

$$
\begin{aligned}
2 \mathrm{~V}_{h} \leq\left|\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \nabla T\right) S \mathrm{~d} x\right| & +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla\left(T-T_{h}\right)\right) S \mathrm{~d} x\right| \\
& +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla T_{h}\right)\left(S-S_{h}\right) \mathrm{d} x\right| \rightarrow 0, \quad h \rightarrow 0
\end{aligned}
$$

We apply similar arguments to control the term $\mathrm{VI}_{h}$ :

$$
\begin{aligned}
2 \mathrm{VI}_{h} \leq\left|\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \nabla S\right) T \mathrm{~d} x\right| & +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla\left(S-S_{h}\right)\right) T \mathrm{~d} x\right| \\
& +\left|\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla S_{h}\right)\left(T-T_{h}\right) \mathrm{d} x\right| \rightarrow 0, \quad h \rightarrow 0
\end{aligned}
$$

We have thus proved that $T$ solves the heat equation in (23). With the previous results, we can conclude that ( $\mathbf{u}, \mathrm{p}, T$ ) solves (23). This completes the proof.
4.5. A quasi-best approximation result. We derive a quasi-best approximation result for the approximation (48) of the coupled nonlinear problem (23). In doing so, we assume suitable smallness conditions and regularity assumptions for the solution; see Theorems 15 and 16 below. Since the regularity requirements on the solution
in two dimensions are weaker, we first derive the error bounds in three dimensions and write the corresponding error bounds in two dimensions in a separate theorem.

We begin our analysis by introducing the errors $\mathbf{e}_{\mathbf{u}}:=\mathbf{u}-\mathbf{u}_{h}, e_{\mathrm{p}}:=\mathrm{p}-\mathrm{p}_{h}$, and $e_{T}:=T-T_{h}$ and the quantities

$$
\begin{align*}
\mathfrak{M}(\mathbf{f}, T) & :=\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\|\nabla T\|_{\mathbf{L}^{3}(\Omega)}-\nu_{-}^{-1} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)} \\
\mathfrak{N}(\mathbf{f}, g, \mathbf{u}) & :=\nu_{-}-2 \nu_{-}^{-1} \mathcal{C}_{N}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}-\mathcal{C}_{2 \hookrightarrow 2}^{2}-\mathcal{C}_{\mu \hookrightarrow 2}^{2} \Gamma_{s, \tau}(\mathbf{f})-\mathfrak{O}(g, \mathbf{u}),  \tag{56}\\
\mathfrak{O}(g, \mathbf{u}) & :=\left(\kappa_{-} \mathfrak{M}\right)^{-1} \mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\|\nabla \mathbf{u}\|_{\mathbf{L}^{3}(\Omega)}
\end{align*}
$$

where $\mathcal{C}_{6 \hookrightarrow 2}, \mathcal{C}_{4 \hookrightarrow 2}, \mathcal{C}_{2 \hookrightarrow 2}$, and $\mathcal{C}_{\mu \hookrightarrow 2}$ are the best constants in $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$, $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{4}(\Omega), \mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{2}(\Omega)$, and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{\mu}(\Omega)$, respectively. The constants $\nu_{-}, \kappa_{-}, \mathcal{L}_{\nu}$, and $\mathcal{L}_{\kappa}$ are defined in $\S 3.1 . \mathcal{C}_{N}$ is the constant in (6). $\Gamma_{s, \tau}$ is defined in (64) below. Finally, $\mu$ and $\tau$ are such that $2 / \mu+1 / \tau=1$, where $\tau=q$ for some $q>1$ in two dimensions and $\tau=3 / 2(\mu=6)$ in three dimensions.

We are now ready to state and prove one of the main results of this section.
ThEOREM 15 (error bound $(d=3)$ ). Let the assumptions of Theorems 9 and 12 hold, and let $d=3$. If $\mathfrak{M}(\mathbf{f}, T)>0$ and $\mathfrak{N}(\mathbf{f}, g, \mathbf{u})>0$, then we have the error bound

$$
\begin{align*}
\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}+\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)} & +\left\|e_{\mathbf{p}}\right\|_{L^{2}(\Omega)} \lesssim \inf _{\mathbf{w}_{h} \in \mathbf{V}_{h}}\left\|\nabla\left(\mathbf{u}-\mathbf{w}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}  \tag{57}\\
& +\inf _{R_{h} \in Y_{h}}\left\|\nabla\left(T-R_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}+\inf _{\mathbf{q}_{h} \in M_{h}}\left\|\mathbf{p}-\mathbf{q}_{h}\right\|_{L^{2}(\Omega)},
\end{align*}
$$

with a hidden constant that is independent of $h$.
Proof. We divide the proof into four steps.
Step 1. A priori bound for the temperature error: We control $\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}$. To do this, we set $S=S_{h} \in Y_{h} \subset H_{0}^{1}(\Omega)$ in the temperature equation of the system (23) and subtract the third equation of the discrete system (48) from it to obtain

$$
\begin{align*}
\int_{\Omega}\left(\kappa(T) \nabla T-\kappa\left(T_{h}\right)\right. & \left.\nabla T_{h}\right) \cdot \nabla S_{h} \mathrm{~d} x+\frac{1}{2} \int_{\Omega}\left((\mathbf{u} \cdot \nabla T)-\left(\mathbf{u}_{h} \cdot \nabla T_{h}\right)\right) S_{h} \mathrm{~d} x  \tag{58}\\
& +\frac{1}{2} \int_{\Omega}\left(\left(\mathbf{u}_{h} \cdot \nabla S_{h}\right) T_{h}-\left(\mathbf{u} \cdot \nabla S_{h}\right) T\right) \mathrm{d} x=0 \quad \forall S_{h} \in Y_{h}
\end{align*}
$$

where we have used that $\mathbf{u} \in \mathbf{V}(\Omega)$ and the definition of $a_{S T}$ given in (47). Now, let $R_{h}$ be an arbitrary element in $Y_{h}$. We rewrite the left-hand side of (58) as follows:

$$
\begin{align*}
& \int_{\Omega}\left(\kappa(T) \nabla T-\kappa\left(T_{h}\right) \nabla T_{h}\right) \cdot \nabla S_{h} \mathrm{~d} x=\int_{\Omega}\left(\kappa(T)-\kappa\left(T_{h}\right)\right) \nabla T \cdot \nabla S_{h} \mathrm{~d} x  \tag{59}\\
& +\int_{\Omega} \kappa\left(T_{h}\right) \nabla\left(T-R_{h}\right) \cdot \nabla S_{h} \mathrm{~d} x+\int_{\Omega} \kappa\left(T_{h}\right) \nabla\left(R_{h}-T_{h}\right) \cdot \nabla S_{h} \mathrm{~d} x \quad \forall S_{h} \in Y_{h}
\end{align*}
$$

As a next step, we set $S_{h}=R_{h}-T_{h}$ and replace (59) in (58) to obtain the identity

$$
\begin{align*}
& \int_{\Omega} \kappa\left(T_{h}\right)\left|\nabla\left(R_{h}-T_{h}\right)\right|^{2} \mathrm{~d} x=-\int_{\Omega}\left(\kappa(T)-\kappa\left(T_{h}\right)\right) \nabla T \cdot \nabla\left(R_{h}-T_{h}\right) \mathrm{d} x  \tag{60}\\
& -\int_{\Omega} \kappa\left(T_{h}\right) \nabla\left(T-R_{h}\right) \cdot \nabla\left(R_{h}-T_{h}\right) \mathrm{d} x-\frac{1}{2} \int_{\Omega}\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \nabla T\left(R_{h}-T_{h}\right) \mathrm{d} x \\
& -\frac{1}{2} \int_{\Omega} \mathbf{u}_{h} \cdot \nabla\left(T-T_{h}\right)\left(R_{h}-T_{h}\right) \mathrm{d} x-\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}-\mathbf{u}\right) \cdot \nabla\left(R_{h}-T_{h}\right) T_{h} \mathrm{~d} x \\
& -\frac{1}{2} \int_{\Omega} \mathbf{u} \cdot \nabla\left(R_{h}-T_{h}\right)\left(T_{h}-T\right) \mathrm{d} x .
\end{align*}
$$

Let us now use that $\kappa_{-} \leq \kappa(r) \leq \kappa_{+}$for every $r \in \mathbb{R}$, the Lipschitz property of $\kappa$, the Sobolev embeddings $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ and $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{4}(\Omega)$, and the continuous and discrete stability bounds (24)-(25) and (49)-(50), respectively, to arrive at

$$
\begin{array}{r}
\kappa_{-}\left\|\nabla\left(T_{h}-R_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)} \leq \mathcal{L}_{\kappa} \mathcal{C}_{6 \hookrightarrow 2}\|\nabla T\|_{\mathbf{L}^{3}(\Omega)}\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}+\kappa_{+}\left\|\nabla\left(T-R_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)} \\
+\mathcal{C}_{4 \hookrightarrow 2}^{2}\left(\kappa_{-}^{-1}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}+\nu_{-}^{-1}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}\right) .
\end{array}
$$

The desired estimate for $\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}$ follows from the triangle inequality and the assumption that $\mathfrak{M}=\mathfrak{M}(\mathbf{f}, T)>0$. In fact, we have

$$
\begin{align*}
\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)} \leq \mathfrak{M}^{-1}\left(\kappa_{-}+\kappa_{+}\right) \inf _{R_{h} \in Y_{h}} & \left\|\nabla\left(T-R_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}  \tag{61}\\
& +\left(\mathfrak{M} \kappa_{-}\right)^{-1} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}
\end{align*}
$$

Step 2. A priori bound for the pressure error: We start with a simple application of the triangle inequality to write $\left\|e_{\mathrm{p}}\right\|_{L^{2}(\Omega)} \leq\left\|\mathrm{p}-\mathrm{q}_{h}\right\|_{L^{2}(\Omega)}+\left\|\mathrm{q}_{h}-\mathrm{p}_{h}\right\|_{L^{2}(\Omega)}$ for any $\mathrm{q}_{h} \in M_{h}$. It is therefore sufficient to control $\left\|\mathrm{q}_{h}-\mathrm{p}_{h}\right\|_{L^{2}(\Omega)}$. To do this, we first set $\mathbf{v}=\mathbf{v}_{h} \in \mathbf{X}_{h}$ in the first equation of problem (23) and subtract the first equation of problem (48) from it to obtain the following identity for any $\mathrm{q}_{h} \in M_{h}$ :

$$
\begin{align*}
& \text { 2) } \int_{\Omega}\left(\mathrm{q}_{h}-\mathrm{p}_{h}\right) \operatorname{div} \mathbf{v}_{h} \mathrm{~d} x=\int_{\Omega}\left(\mathrm{q}_{h}-\mathrm{p}\right) \operatorname{div} \mathbf{v}_{h} \mathrm{~d} x+\int_{\Omega}\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \mathbf{v}_{h} \mathrm{~d} x  \tag{62}\\
& \quad+\int_{\Omega}\left(\nu(T) \nabla \mathbf{u}-\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}\right) \cdot \nabla \mathbf{v}_{h} \mathrm{~d} x+\int_{\Omega}\left(|\mathbf{u}|^{s-2} \mathbf{u}-\left|\mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h}\right) \cdot \mathbf{v}_{h} \mathrm{~d} x \\
& +\frac{1}{2} \int_{\Omega}\left((\mathbf{u} \cdot \nabla) \mathbf{u}-\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u}_{h}\right) \cdot \mathbf{v}_{h} \mathrm{~d} x+\frac{1}{2} \int_{\Omega}\left(\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{v}_{h} \cdot \mathbf{u}_{h}-(\mathbf{u} \cdot \nabla) \mathbf{v}_{h} \cdot \mathbf{u}\right) \mathrm{d} x
\end{align*}
$$

for all $\mathbf{v}_{h} \in \mathbf{X}_{h}$. On the other hand, the inf-sup condition (38) yields the existence of $\mathbf{w}_{h} \in \mathbf{X}_{h}$, so that $\operatorname{div} \mathbf{w}_{h}=\mathrm{q}_{h}-\mathrm{p}_{h}$ and $\left\|\nabla \mathbf{w}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} \leq(1 / \tilde{\beta})\left\|\mathrm{q}_{h}-\mathrm{p}_{h}\right\|_{L^{2}(\Omega)}$. We therefore use (62) with the particular function $\mathbf{w}_{h}$ as a test function, use the relations $\nu(T) \nabla \mathbf{u}-\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}=\left(\nu(T)-\nu\left(T_{h}\right)\right) \nabla \mathbf{u}+\nu\left(T_{h}\right) \nabla\left(\mathbf{u}-\mathbf{u}_{h}\right)$ and $(\mathbf{u} \cdot \nabla) \mathbf{u}-\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u}_{h}=$ $\left(\left(\mathbf{u}-\mathbf{u}_{h}\right) \cdot \nabla\right) \mathbf{u}+\left(\mathbf{u}_{h} \cdot \nabla\right)\left(\mathbf{u}-\mathbf{u}_{h}\right)$, and use basic estimates to obtain

$$
\begin{align*}
\left\|e_{\mathrm{p}}\right\|_{L^{2}(\Omega)} & \leq\left(1+\frac{1}{\tilde{\beta}}\right) \inf _{\mathrm{q}_{h} \in M_{h}}\left\|\mathrm{p}-\mathrm{q}_{h}\right\|_{L^{2}(\Omega)}+\frac{1}{\tilde{\beta}} \mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2}\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}\|\nabla \mathbf{u}\|_{\mathbf{L}^{3}(\Omega)}  \tag{63}\\
& +\frac{1}{\tilde{\beta}}\left(\mathcal{C}_{2 \hookrightarrow 2}^{2}+\nu_{+}+2 \nu_{-}^{-1} \mathcal{C}_{N}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}+\mathcal{C}_{\mu \hookrightarrow 2}^{2} \Gamma_{s, \tau}(\mathbf{f})\right)\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}
\end{align*}
$$

where we used the bounds (10) and (11) to control the Forchheimer term and obtain

$$
\begin{align*}
\left\|\left|\mathbf{u}_{h}\right|+|\mathbf{u}|\right\|_{\mathbf{L}^{\tau(s-2)}(\Omega)}^{s-2} & \leq \mathcal{C}_{\tau(s-2) \hookrightarrow 2}^{s-2}\left(\left\|\nabla \mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{\tau(s-2)}+\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}(\Omega)}^{\tau(s-2)}\right)^{\frac{1}{\tau}}  \tag{64}\\
& \leq \mathcal{C}_{\tau(s-2) \hookrightarrow 2^{s-2}}^{2^{\frac{1}{\tau}} \nu_{-}^{2-s}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}^{s-2}=: \Gamma_{s, \tau}(\mathbf{f})} .
\end{align*}
$$

Here, $\mathcal{C}_{\tau(s-2) \hookrightarrow 2}$ is the best constant in $\mathbf{H}_{0}^{1}(\Omega) \hookrightarrow \mathbf{L}^{\tau(s-2)}(\Omega), \mu=6$, and $\tau=3 / 2$.
Step 3. A priori bound for the velocity error: We control $\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}$. Our procedure is based on the arguments developed in Step 1: We set $\mathbf{v}=\mathbf{v}_{h} \in \mathbf{X}_{h}$ in
the first equation of (23) and subtract the first equation of (48) from it to obtain

$$
\begin{align*}
\int_{\Omega}(\nu(T) & \left.\nabla \mathbf{u}-\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}\right) \cdot \nabla \mathbf{v}_{h} \mathrm{~d} x+\frac{1}{2} \int_{\Omega}\left[(\mathbf{u} \cdot \nabla) \mathbf{u}-\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u}_{h}\right] \cdot \mathbf{v}_{h} \mathrm{~d} x  \tag{65}\\
& +\frac{1}{2} \int_{\Omega}\left[\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{v}_{h} \cdot \mathbf{u}_{h}-(\mathbf{u} \cdot \nabla) \mathbf{v}_{h} \cdot \mathbf{u}\right] \mathrm{d} x+\int_{\Omega} \mathbf{e}_{\mathbf{u}} \cdot \mathbf{v}_{h} \mathrm{~d} x \\
& +\int_{\Omega}\left(|\mathbf{u}|^{s-2} \mathbf{u}-\left|\mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h}\right) \cdot \mathbf{v}_{h} \mathrm{~d} x-\int_{\Omega} e_{\mathrm{p}} \operatorname{div} \mathbf{v}_{h} \mathrm{~d} x=0 \quad \forall \mathbf{v}_{h} \in \mathbf{X}_{h} .
\end{align*}
$$

Let $\mathbf{w}_{h} \in \mathbf{V}_{h}$. We rewrite the first term on the right-hand side of (65) as follows:

$$
\begin{align*}
\int_{\Omega}(\nu(T) \nabla \mathbf{u} & \left.-\nu\left(T_{h}\right) \nabla \mathbf{u}_{h}\right) \cdot \nabla \mathbf{v}_{h} \mathrm{~d} x=\int_{\Omega}\left(\nu(T)-\nu\left(T_{h}\right)\right) \nabla \mathbf{u} \cdot \nabla \mathbf{v}_{h} \mathrm{~d} x  \tag{66}\\
& +\int_{\Omega} \nu\left(T_{h}\right) \nabla\left(\mathbf{u}-\mathbf{w}_{h}\right) \cdot \nabla \mathbf{v}_{h} \mathrm{~d} x+\int_{\Omega} \nu\left(T_{h}\right) \nabla\left(\mathbf{w}_{h}-\mathbf{u}_{h}\right) \cdot \nabla \mathbf{v}_{h} \mathrm{~d} x
\end{align*}
$$

We now let $\mathrm{q}_{h} \in M_{h}$, set $\mathbf{v}_{h}=\mathbf{u}_{h}-\mathbf{w}_{h} \in \mathbf{V}_{h}$, and use (66) to obtain

$$
\begin{equation*}
\int_{\Omega} \nu\left(T_{h}\right)\left|\nabla\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right)\right|^{2} \mathrm{~d} x=\int_{\Omega}\left(\nu(T)-\nu\left(T_{h}\right)\right) \nabla \mathbf{u} \cdot \nabla\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \mathrm{d} x \tag{67}
\end{equation*}
$$

$$
+\int_{\Omega} \nu\left(T_{h}\right) \nabla\left(\mathbf{u}-\mathbf{w}_{h}\right) \cdot \nabla\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \mathrm{d} x+\frac{1}{2} \int_{\Omega}\left[(\mathbf{u} \cdot \nabla) \mathbf{u}-\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u}_{h}\right] \cdot\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \mathrm{d} x
$$

$$
+\frac{1}{2} \int_{\Omega}\left[\left(\mathbf{u}_{h} \cdot \nabla\right)\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \cdot \mathbf{u}_{h}-(\mathbf{u} \cdot \nabla)\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \cdot \mathbf{u}\right] \mathrm{d} x+\int_{\Omega} \mathbf{e}_{\mathbf{u}} \cdot\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \mathrm{d} x
$$

$$
+\int_{\Omega}\left(|\mathbf{u}|^{s-2} \mathbf{u}-\left|\mathbf{u}_{h}\right|^{s-2} \mathbf{u}_{h}\right) \cdot\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \mathrm{d} x-\int_{\Omega}\left(\mathrm{p}-\mathrm{q}_{h}\right) \operatorname{div} \mathbf{v}_{h} \mathrm{~d} x
$$

We now add and subtract $\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla\right) \mathbf{u} \cdot\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \mathrm{d} x$ and $\frac{1}{2} \int_{\Omega}(\mathbf{u} \cdot \nabla)\left(\mathbf{u}_{h}-\mathbf{w}_{h}\right) \cdot \mathbf{u}_{h} \mathrm{~d} x$, and invoke the assumptions of $\nu$ presented in §3.1, standard Sobolev embeddings, the bounds (10) and (64), and the continuous and discrete stability bounds (24) and (49), respectively, to conclude that

$$
\begin{equation*}
+\nu_{+}\left\|\nabla\left(\mathbf{u}-\mathbf{w}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}+\left(\mathcal{C}_{2 \hookrightarrow 2}^{2}+\mathcal{C}_{\mu \hookrightarrow 2}^{2} \Gamma_{s, \tau}(\mathbf{f})+2 \nu_{-}^{-1} \mathcal{C}_{N}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}\right)\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)} \tag{68}
\end{equation*}
$$

With this estimate at hand, we control $\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}$ in view of the triangle inequality, the estimates (61) and (68), and the assumption $\mathfrak{N}>0$. In fact, we have

$$
\begin{align*}
\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)} & \leq \frac{1}{\mathfrak{N}}\left(\frac{\kappa_{-}+\kappa_{+}}{\mathfrak{M}}\right) \mathcal{L}_{\nu} \mathcal{C}_{6 \hookrightarrow 2}\|\nabla \mathbf{u}\|_{\mathbf{L}^{3}(\Omega)} \inf _{R_{h} \in Y_{h}}\left\|\nabla\left(T-R_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}  \tag{69}\\
+ & \left(\frac{\nu_{-}+\nu_{+}}{\mathfrak{N}}\right) \inf _{\mathbf{w}_{h} \in \mathbf{V}_{h}}\left\|\nabla\left(\mathbf{u}-\mathbf{w}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}+\frac{1}{\mathfrak{N}} \inf _{\mathbf{q}_{h} \in M_{h}}\left\|\mathbf{q}_{h}-\mathbf{p}\right\|_{L^{2}(\Omega)}
\end{align*}
$$

Step 4. The desired estimate (57) results from the combination of the bounds (61), (63) and (69). This concludes the proof.

Before presenting a bound in two dimensions, we introduce the quantities

$$
\begin{align*}
\mathfrak{P}(\mathbf{f}, T) & :=\kappa_{-}-\mathcal{L}_{\kappa} \mathcal{C}_{\varepsilon}\|\nabla T\|_{\mathbf{L}^{2+\varepsilon}(\Omega)}-\nu_{-}^{-1} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)} \\
\mathfrak{Q}(\mathbf{f}, g, \mathbf{u}) & :=\nu_{-}-2 \nu_{-}^{-1} \mathcal{C}_{N}\|\mathbf{f}\|_{\mathbf{H}^{-1}(\Omega)}-\mathcal{C}_{2 \hookrightarrow 2}^{2}-\mathcal{C}_{\mu \hookrightarrow 2}^{2} \Gamma_{s, \tau}(\mathbf{f})-\mathfrak{R}(g, \mathbf{u}),  \tag{70}\\
\mathfrak{R}(g, \mathbf{u}) & :=\left(\kappa_{-} \mathfrak{M}\right)^{-1} \mathcal{L}_{\nu} \mathcal{C}_{\varepsilon} \mathcal{C}_{4 \hookrightarrow 2}^{2}\|g\|_{H^{-1}(\Omega)}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2+\epsilon}(\Omega)}
\end{align*}
$$

for some $\varepsilon>0 . \mathcal{C}_{\varepsilon}$ corresponds to the best constant in $H_{0}^{1}(\Omega) \hookrightarrow L^{2(2+\varepsilon) / \varepsilon}(\Omega)$.

Theorem 16 (error bound $(d=2)$ ). Let the assumptions of Theorems 10 and 13 hold, and let $d=2$. If $\mathfrak{P}(\mathbf{f}, T)>0$ and $\mathfrak{Q}(\mathbf{f}, T)>0$, then we have the error bound

$$
\begin{align*}
\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}+\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)} & +\left\|e_{\mathbf{p}}\right\|_{L^{2}(\Omega)} \lesssim \inf _{\mathbf{w}_{h} \in \mathbf{V}_{h}}\left\|\nabla\left(\mathbf{u}-\mathbf{w}_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}  \tag{71}\\
& +\inf _{R_{h} \in Y_{h}}\left\|\nabla\left(T-R_{h}\right)\right\|_{\mathbf{L}^{2}(\Omega)}+\inf _{\mathbf{q}_{h} \in M_{h}}\left\|\mathbf{p}-\mathbf{q}_{h}\right\|_{L^{2}(\Omega)},
\end{align*}
$$

with a hidden constant that is independent of $h$.
Proof. The proof results from a slight modification of the arguments developed in the proof of Theorem 15 , which essentially consists in using the Sobolev embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{2(2+\varepsilon) / \varepsilon}(\Omega)$ instead of $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$. For brevity, we skip the details. $\square$
4.6. A priori error bounds. As a direct consequence of the best approximation results of Theorems 15 and 16, approximation theory yields the following convergence rates for Taylor-Hood and mini element approximation.

Theorem 17 (Taylor-Hood approximation). Let the assumptions of Theorem 15 and 16 hold in three and two dimensions, respectively. If the solution $(\mathbf{u}, \mathrm{p}, T)$ to (23) belongs to $\mathbf{H}^{3}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega) \times H^{2}(\Omega) \cap L_{0}^{2}(\Omega) \times H^{3}(\Omega) \cap H_{0}^{1}(\Omega)$, then

$$
\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}+\left\|e_{\mathbf{p}}\right\|_{L^{2}(\Omega)}+\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)} \lesssim h^{2}\left(\|\mathbf{u}\|_{\mathbf{H}^{3}(\Omega)}+\|\mathbf{p}\|_{H^{2}(\Omega)}+\|T\|_{H^{3}(\Omega)}\right)
$$

ThEOREM 18 (mini element approximation). Let the assumptions of Theorem 15 and 16 hold in three and two dimensions, respectively. If the solution ( $\mathbf{u}, \mathrm{p}, T$ ) to (23) belongs to $\mathbf{H}^{2}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega) \times H^{1}(\Omega) \cap L_{0}^{2}(\Omega) \times H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$, then

$$
\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}+\left\|e_{\mathbf{p}}\right\|_{L^{2}(\Omega)}+\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)} \lesssim h\left(\|\mathbf{u}\|_{\mathbf{H}^{2}(\Omega)}+\|\mathbf{p}\|_{H^{1}(\Omega)}+\|T\|_{H^{2}(\Omega)}\right)
$$

5. Numerical examples. In this section, we present several numerical experiments that illustrate the performance of the developed finite element method. The experiments were performed using a code that we implemented in MATLAB, and the discrete scheme (48) was solved using a fixed-point iteration algorithm.

The setting for the numerical experiments is as follows: $\Omega=(0,1)^{2}$. The viscosity coefficient $\nu$, the thermal diffusivity coefficient $\kappa$, and the parameter $s$ are as follows:

Test 1. $\nu(T)=1+T, \kappa(T)=2+\sin (T)$, and $s=3$.
Test 2. $\nu(T)=1+e^{-T}, \kappa(T)=2+\sin (T)$, and $s=3$.
Test 3. $\nu(T)=1+T, \kappa(T)=2+\sin (T)$, and $s=4$.
Test 4. $\nu(T)=1+e^{-T}, \kappa(T)=2+\sin (T)$, and $s=4$.
We note that $\nu(\cdot)$ and $\kappa(\cdot)$ fulfill the assumptions of Section 3.1 in all cases. Thus, the data $\mathbf{f}$ and $g$ are chosen such that the exact solution of $(23)$ is

$$
\begin{aligned}
& \mathbf{u}\left(x_{1}, x_{2}\right)=\left(-x_{1}^{2}\left(x_{1}-1\right)^{2} x_{2}\left(x_{2}-1\right)\left(2 x_{2}-1\right), x_{2}^{2}\left(x_{2}-1\right)^{2} x_{1}\left(x_{1}-1\right)\left(2 x_{1}-1\right)\right) \\
& \mathbf{p}\left(x_{1}, x_{2}\right)=x_{1} x_{2}\left(1-x_{1}\right)\left(1-x_{2}\right)-1 / 36, \quad T\left(x_{1}, x_{2}\right)=x_{1}^{2} x_{2}^{2}\left(1-x_{1}\right)^{2}\left(1-x_{2}\right)^{2} .
\end{aligned}
$$

Given a mesh $\mathscr{T}_{h}$, we approximate the velocity and pressure of the fluid with the Taylor-Hood element (39)-(40) and the temperature of the fluid with functions in the space described in (43) with $\mathfrak{r}=2$. We solve the nonlinear system (48) using the fixed-point method described in Algorithm 1.

To analyze experimental convergence rates, we define the total number of degrees of freedom as Ndof $:=\operatorname{dim}\left(\mathbf{X}_{h}\right)+\operatorname{dim}\left(M_{h}\right)+\operatorname{dim}\left(Y_{h}\right)$.

In Figure 1, we present the results for all cases considered ( Test 1-4): optimal experimental convergence rates are attained for $\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)},\left\|e_{\mathbf{p}}\right\|_{L^{2}(\Omega)}$, and $\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}$.

```
Algorithm 1 Fixed-point iteration
Input: Mesh \(\mathscr{T}\), initial guess \(\left(\mathbf{u}_{h}^{0}, \mathrm{p}_{h}^{0}, T_{h}^{0}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}, \mathbf{f} \in \mathbf{H}^{-1}(\Omega), g \in H^{-1}(\Omega)\),
\(s \in[3,4]\), and tol \(=10^{-6}\);
1: For \(i \geq 0\), find \(\left(\mathbf{u}_{h}^{i+1}, \mathrm{p}_{h}^{i+1}, T_{h}^{i+1}\right) \in \mathbf{X}_{h} \times M_{h} \times Y_{h}\) such that
\[
\begin{aligned}
\mathfrak{a}\left(T_{h}^{i} ; \mathbf{u}_{h}^{i+1}, \mathbf{v}_{h}\right)+a_{S N}\left(\mathbf{u}_{h}^{i} ; \mathbf{u}_{h}^{i+1}, \mathbf{v}_{h}\right)+a_{F}\left(\mathbf{u}_{h}^{i} ; \mathbf{u}_{h}^{i+1}, \mathbf{v}_{h}\right)+b\left(\mathbf{v}_{h}, \mathbf{p}_{h}^{i+1}\right) & =\left\langle\mathbf{f}, \mathbf{v}_{h}\right\rangle \\
b\left(\mathbf{u}_{h}^{i+1}, \mathbf{q}_{h}\right)=0 \quad \forall\left(\mathbf{v}_{h}, \mathbf{q}_{h}\right) & \in \mathbf{X}_{h} \times M_{h} .
\end{aligned}
\]
```

Then, $T_{h}^{i+1} \in Y_{h}$ is found as the solution of the problem

$$
\mathfrak{b}\left(T_{h}^{i} ; T_{h}^{i+1}, S_{h}\right)+a_{S T}\left(\mathbf{u}_{h}^{i+1} ; T_{h}^{i+1}, S_{h}\right)=\left\langle g, S_{h}\right\rangle \quad \forall S_{h} \in Y_{h}
$$

2: If $\left|\left(\mathbf{u}_{h}^{i+1}, \mathrm{p}_{h}^{i+1}, T_{h}^{i+1}\right)-\left(\mathbf{u}_{h}^{i}, \mathrm{p}_{h}^{i}, T_{h}^{i}\right)\right|>\operatorname{tol}$, set $i \leftarrow i+1$ and go to step 1. Otherwise, return $\left(\mathbf{u}_{h}, \mathrm{p}_{h}, T_{h}\right)=\left(\mathbf{u}_{h}^{i+1}, \mathrm{p}_{h}^{i+1}, T_{h}^{i+1}\right)$. Here, $|\cdot|$ denotes the Euclidean norm.


Fig. 1. Performance of the devised finite element discrete scheme: Convergence rates for $\left\|\nabla \mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{L}^{2}(\Omega)}(A .1),\left\|e_{\mathbf{p}}\right\|_{L^{2}(\Omega)}$ (A.2), and $\left\|\nabla e_{T}\right\|_{\mathbf{L}^{2}(\Omega)}$ (A.3) considering Taylor-Hood approximation and the space of continuous piecewise quadratic functions.
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