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1. Introduction

This paper concerns the numerical approximation of an optimal control problem and stability properties of flexible
beam structures. The concrete engineering problems that motivate this study come from very different fields: aerospace,
structures, meteorology, nanotechnology, etc. An overview can be found in the books [1,2], and references therein. To
establish efficient numerical methods for solving this problem, it is necessary to perform a complete study of both the
control problem and the beam structure model.

The structural behavior of beams has been studied using a variety of approaches. The most commonly used model for
thick beams is the Timoshenko model (see [3]), which includes the effect of shear. Recently in [4], it has been concluded
that the Timoshenko model is remarkably accurate in comparison with other theories of beams: the Euler-Bernoulli model
and a two-dimensional elasticity model. However, it is well-known that standard finite element methods applied to this
model produce very unsatisfactory results when the thickness of the beam is small with respect to the other dimension
of the structure; this fact is known as the locking phenomenon (see the book of Chapelle and Bathe [5]). To avoid locking,
special methods based on reduced integration or mixed formulations have been devised and are typically used. The first
mathematical work dealing with numerical locking and how to avoid it is the paper in [6], in which it has been proved
that locking arises because of the shear term, and a locking-free method based on a mixed formulation has been proposed
and analyzed. Recently, this proposed method has been used and analyzed in application to the problem of the numerical
approximation of an active vibration control of a Timoshenko beam (see [7,8]).

On the other hand, for our optimal control problem, we consider a quadratic cost functional and a control law defined
by means of a feedback operator acting over the system states. The so-called LQR (linear-quadratic regulator) problem
constitutes a cornerstone of modern linear control theory. It was studied originally in a finite dimensional context and also
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became a subject of interest in the framework of control theory for partial differential equations (see [9,10]), which are
related to several applications (see [11,1,12-14], for instance).

In general terms, to find the solution of our optimal control problem over infinite dimensional systems we need to
perform two main tasks: first, we need to approximate the system dynamics using a locking-free finite element method
(see [6]) and after that, we need to solve a finite dimensional algebraic Riccati equation associated with the solution of an
LQR problem. We remark that the LQR control strategy for the Timoshenko equations has been studied and computationally
implemented (see [13,14]) but, to the best of the author’s knowledge, the mathematical analysis and computational
validation of the optimal convergence rates for this control problem cannot be found in the literature. Indeed, we obtain
convergence and error estimates that do not depend on the thickness of the beam and, consequently, the well-known
numerical locking phenomenon is avoided in the approximation of the control and the state variables.

The goal of the problem considered is to compensate the vibrations arising from a set of initial conditions. To achieve this
purpose, we seek a control signal represented in a feedback form using the state variables. By following the abstract theory
stated in [15], a series of assumptions connected with stability and consistency properties of the approximated solution
of the Timoshenko problem must be proved in order to obtain an optimal convergence rate for the control problem. Such
a result is stated as an optimal convergence rate for the feedback operator of the LQR problem, and such convergence is
analyzed under the functional gain framework developed in [16,10,17,13], among others.

The outline of this paper is as follows. In Section 2 we state the abstract optimal control problem and the conditions
needed in order to prove existence and uniqueness of the exact solution. In Section 3 we deal with approximation issues:
we state the approximated control problem and we prove the conditions that ensure convergence rates of optimal order.
In Section 4 we present complete numerical results that allow us to validate the stabilization and the convergence rates
obtained.

2. Problem statement: mathematical foundations

Let us consider an elastic beam of thickness t € (0, 1], with reference configurationI x (—t/2, t/2), wherel := (0, L)
with L the length of the beam. The deformation of the beam is described by means of the Timoshenko model in terms of
the rotation amplitude 6 of its midplane and the transverse displacement amplitude w (see [3]). Assuming that the beam is
clamped, its deformation is the solution of the following problem:

Find (w, 6) such that

pAazw—kAG(azw—ae>:ﬁ(x 1) xel, t>0
at2 ax:  ox ' T
3%0 3%0 ow

w0, 1) =w(l,t)=600,7) =6, 7)=0 T>0,
w(x, 0) = f(x), w(x,00=¢(x) xe€l
0(x,0) =g(x), 0(x,0)=nkx) xel

where x represents the spatial coordinate and t the time. The coefficients p, E and I, that will be assumed constant, represent
the mass density, the Young modulus and the inertia moment, respectively. The coefficient k is a correction factor usually
taken as 5/6; A and G represent the sectional area of the beam and elasticity modulus of the shear. The external load u(x, t)
denotes a distributed control acting over an interval I, in the following way:

_ _Jum) xel,
ix, 7) '—{ 0 xel/L.

In order to formulate the optimal control problem and state the existence and uniqueness of the solution, we proceed as
in the same framework used in [13] (see also [12], where a mathematical analysis of wave equations has been considered).
First of all, according to the LQR theory presented in [15], we are interested in finding a feedback control law in the form

ukx,t) = -Gy, 1), (2)

for the output regulation problem of the vibrations of the Timoshenko beam over an infinite time horizon, where G is a gain
operator obtained from an algebraic Riccati equation and y is the optimal state vector; both will be specified later.

In order to define the optimal control problem we start by writing our equation as a evolutionary system of first order.
We set the operator
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and the state vector
y=[wx 1t 0kx 1) wxT) X T)],

where d, denotes differentiation with respect to x and O stands for time differentiation. Notice that the domain of this
operator is D(4A) = [H*(I) N H] (l)]z.

In this paper, we introduce a damping operator £ which is proportional to the operator +. In fact we consider D = —a 4,
where o > 0 represents the damping factor; such a way to describe the damping effect is known as strong damping, as it
replicates the elastic operator. Other types of damping have been considered in the literature; for example, in Ref. [13],
the author considers the damping operator as «J, where J represents the identity operator. Such a choice guarantees the
existence and uniqueness of the abstract control problem under the theoretical framework shown in [18], as we will see
below.

Then, with this setting and using the classical framework stated in [10], we can formally obtain the following first-order
state space representation for the problem (1):

Pmﬂzm+m, (4)

y(x,0) = yo,
with
0
0 I 0
A:[—,A —a,A} and Bu = Lou(r) |- (5)
0

Notice that each equation of (1) has been adequately rescaled and we denote by u = p‘—Aﬂ the rescaled distributed control
variable. In this setting, 0 and I represent the null and the identity matrix in the space of square matrices of size 2, B denotes
the distributed control operator, with the operator J. : L>(I) — L*(I) defined by (4.v) (x) = xcv(x) for all x € I, where x.
denotes the characteristic function of the subset I.. We consider the operator B from R onto [D(A*)]'.

Since we are interested in reducing the vertical displacement and its velocity, following the theory given in [15], we
consider a state space Y = Hj (I)* x L*(I)?, such that D(A) C Y, a control space U = R and a cost functional

-l o0
20w = 5/ (IRGw. )1 + [u() ) dr, 6)
0

where the operator R : Y — Z is defined as R(¢, ¢, ¢, ¥) = (¢, ¢) and Z = Hol (I) x L2(I) is the output space. In the
associated cost functional, the operator R is defined such that we only consider the vertical displacement and its velocity;
this choice is more suitable when devising control strategies oriented to real applications is considered. Notice that, with
this setting, the cost functional (6) can be rewritten as follows:

1 [ .
300 =5 [ {1, g+ it Dl + o dr. ™
The corresponding optimal control problem is:

Minimize g(y, u) overallu € [%(0, co; R), where yis the solution of (4) due to u. (8)

We state that the control laws are optimal in the sense that they are solutions of the above problem.
Here and herein, for Z a function space, z € L?(Z) stands for a function z(-, t) € Z and z(£, -) € L*([0, +o0[).
The existence and uniqueness for the solution of the abstract control problem (7)-(8) is presented in the next lemma.

Lemma 2.1. For each y, € H& (D? x L?()?, there exists a unique optimal solution (i, y) of the abstract optimal control
problem (7)-(8) for the dynamics (4).

Proof. Considering the theory presented in Section 2 of [ 12], we only need to prove the following assumptions.

(H.1) Ais the infinitesimal generator of a strongly continuous, analytic semigroup, denoted by e, on H} (I)? x L?(I).
(H2) B: R — [D(A*)] is a linear operator such that A""B € .L(R, Hj (I)* x L*(I)?) for a fixed constant y € [0, 1).
(H3) R: Hj()? x L*()? — Hy(I) x L*(I) is a bounded linear operator.

(H.4) Finite cost condition: Given yo € Hy (I)* x L*(I)?, there exists &l € L?(0, 0o; R) such that g (i, y) < oo.

First, from [ 18], we have that the damping operator can be identified with a fractional power g of the elastic operator, with
1/2 < B < 1; our case holds with 8 = 1, and then we obtain that A is the infinitesimal generator of a strongly continuous
analytic semigroup on H!(I)? x L?(I)2. According to the definition of the operator B, it is clear that B € £(R, D(A*)), i.e.,
(H.2) is satisfied with y = 0. Moreover, R lives in L(H] (I)? x L2()?, H}(I) x L*(])), i.e., (H.3) is satisfied.

Finally, as a consequence of the stability condition stated in Theorem 3.B.1 of [15], the finite cost condition is satisfied:
the damping factor allows us to always take the control law u = 0 such that J(0,y) < o0, where y, which satisfies
Ry € [%(0, 0o; Z), is the solution to (4) due toit. O
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It is well-known that the feedback control law given in (2) is related to the output by
y, 1) =My, U, 1) = —Ge™Tyy, VT =0 (9)
where G = B*P denotes the continuous gain operator, Ap = A — BB*P is the operator related to the closed loop dynamics
and P = P* € L(Y) is the unique nonnegative operator that satisfies the following algebraic Riccati equation (ARE):
(A*PX, y)Y + (PAX7 _y)Y - (B*PX7 B*Py)U + (R*RX7 )/)Y = 07 (10)
forall (x,y) € D(A) x D(A), where (-, -) denotes the inner product over the corresponding space.

3. Alocking-free numerical scheme

The following step is to construct a discretization of the optimal control problem (7)-(8). At this point an efficient solution
of the Timoshenko model is fundamental. In this context, in [6] it is shown that standard finite element methods applied to
the load problem associated with the static Timoshenko beam are subject to the locking phenomenon. This means that they
produce unsatisfactory results for very thin beams; this effect is caused by the shear stress term. To avoid the numerical
locking in the static case, Arnold in [6] introduces and analyzes a locking-free method based on a mixed formulation of the
problem, and also proves that this mixed method is equivalent to using a scheme with reduced order for the integration of
the shear term in the primal formulation.

We follow the structure presented in Chapter 4 of [15]. Then, we start by selecting a finite dimensional approximating
subspace V, C H(} (I) to be the piecewise linear finite element space. For this reason, we consider a family {73} of partitions
of the interval I:

Th:0=x0<X1 <---<Xp=1L, (11)
with mesh size

h:= max_ (i — xi-1) -
The subspace V,, can be written as follows:
Vi = {v € Hy(M) : vl 1 € P1.j=1,....n} C Hy(D). (12)

Let 'V consist of the elements of V;, and be equipped with the H'(I) seminorm and let 'V}, consist of the elements of
Vi, equipped with the L?(I) norm. We set Vi, = V7, X V5.

Moreover, to define a locking-free scheme for the approximation of the Timoshenko equation, we also consider the
following discrete space (see [6]):

dv 5
Wh = a—i—c,vevh,ceR c L“(D). (13)

We denote by &, the orthogonal projection from L?(I)* onto V},, i.e., #, := w14, where I, denotes the identity matrix in
the square matrices of size 4, and i, represents the orthogonal projection from L2 (I) onto V. It is standard that the subspace
YV}, satisfies the approximation property

7w — vligigy < CR M vllgsy, v € H@) N Hy (D), (14)

with0 <l <s<2.
In order to write the Galerkin approximation of the operator A we need to define the following weighted L*(I) x L*(I)
inner product:

t2
((77» g)a (Uv ﬁ))t - (nvv)+ﬁ(§v ﬁ) (15)
Then, we can write the Galerkin approximation of the operator A on V}, as follows:
| o m, |
Ah = |:_<Alh _O[Ah:l : Vh - Vh, (16)

where ITj, represents a projection given by

|7 0
Iy = |:O 7Th1| ’
and A, denotes the locking-free approximation of the operator -, which is defined by means of the following bilinear form
E deth d,Bh K / 0 dwth 0 dvh
) » On), (vn, =— | 5 dx = — -6 — — B ) dx, 17
(An(wen, Orn), (vn, Bn))y 12'0/[ ax dx X 5 l”h ix th ) T\ g B (17)

for all (wn, ), (vn, Br) € V2, where 70 denotes the projection from L?(I) onto ‘Wi,
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Notice that the bilinear form +j has been obtained by considering a beam with square transverse section with physical
parameters A = t? and I = t*/12,and G = E/2(1 + v), where v denotes the Poisson ratio. Moreover, we have considered
a rescaling in the density of the material, p = pt2. This rescaling is justified by the fact that the method to be used should
remain stable as the thickness becomes small, and a way to obtain it is by considering a rescaling in the density (see the
book of Chapelle and Bathe [5]).

Now, we can proceed to write the approximation of the operator B, defined by the expression (5). In fact

0 0
Bhu = $4Bu = 0 = 0 ‘R —>V, (18)
h= = h Thdou(r) Jou(t) |- h-
0 0
On the other hand, it is easy to verify that the adjoint operators of A, and By, in (16) and (18), respectively, are given by
« |0 —Tp|,
h_|;A>h pAh]Vh_)V"’ (]9)
* T
Byun = (Un3, Xc)i2q)s vh=[Un1 Vn2 Uk Vna] . (20)

Now, we can formulate the approximated optimal control problem using the finite element scheme defined above. In
fact, we are interested in obtaining a solution (yy, uy) of the following problem:

1 o0
inf §(vh, ) = 5 / {IRya (-, DIIZ + lup(D)*} dr (21)
0
St.:  yn = Anyn + Buuy (22)
yn(0) = Puyo. (23)

The approximated dynamics y, = Any, + Bpuy, are given, via (16) and (18), by

((in, Gen), (vns Br)) — CAn(wen, en), (Vs Br)),

—a (An(Win. On), (Vns Br)), = (eltn, i) V(vn, Br) € Vi
(wen(0), va) = (f,vn),  (Wen(0), va) = (£, vp) Vg € Vi,
(0 (0), vn) = (g, vn), (0n(0), vn) = (0, vp) Von € Vp,

withy, =[ wm 60w wwm O 1, and (-, -) denoting the inner product in L>(I) or L*(I)? as appropriate. Then, the optimal
feedback control law for the approximated problem is

(T, Pryo) = —Gne™n " Pryo, (25)
where Gy, = B Py, denotes the approximated gain operator and Py, denotes the unique nonnegative, self-adjoint solution of
the following algebraic Riccati equation (ARE;):

(ALPadn, ¢n)y + (@n, AyPagn)y — (ByPuodn, BiPhon)u + R*R@n, on)y =0 V(dp, 1) € Vi X V. (26)

We proceed to obtain the principal result of this paper, namely, an optimal convergence rate for the linear quadratic regulator
control problem developed above, and moreover, we are interested in proving that the convergence rate does not depend on
the thickness of the beam, in order to avoid the so-called numerical locking. To achieve this, we follow the abstract framework
of optimal control theory for partial differential equations, as stated in Chapter 4 of [ 15]. We begin with an auxiliary lemma
that proves the assumptions stated in Theorem 4.1.4.1 in [15], that in this case turns to be:

(A.1) Ay is the infinitesimal generator of a uniformly analytic semigroup on Vj,.

(A2)
-1 -1

||A Pn — Ah ‘rPh”eE(H(}(l)zxLz(l)z) < Ch.
(A.3)

|B*I//h| = C”wh”Hé(l)zxLz(l)27 V‘(ﬂh € Vh.
(A.4)

IB*(#n — DYr| < Chl[¥llpax), V¢ € D(AY).
(A.5)

|B*<7jh1p| = C”l[/”H&(I)%(LZ(l)Zs Vlﬁ € L2(1)4-

Note that we have considered, in the same form as in [12], a variation of the second original assumption, which has the
objective of recovering the same convergence rates when the initial conditions are replaced by their projections onto Vj.
Also notice that (A.5) in [15] is omitted because By, = #;B.
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Lemma 3.1. For the optimal control problem (7)-(8), (A.1)-(A.5) hold.

Proof. The proof of these assumptions is a direct consequence of Lemma 2 in [12]. However, we need to verify that the
estimations (A.2)-(A.5) do not depend on the thickness of the beam.
First, we begin with the assumption (A.2). In fact, notice that

T [ G 1 | —pOn -y
o-[e 8] e[ ]

Using the definition of the projection #;, and considering the inner product in Hy (I? x L*(I)?,

AN
) = (X1, YDm a2z + X2, Y2) 225
<[X2 Y2 HL (D2 x12(1)2

we obtain the following estimate:
1A 20 = AL POV g eizar < A7 In(sya)" — Ay T3 ¥a) gy
Ch|ly ||L2(1)4~

The last inequality is obtained using the error estimate given in Theorem 3.1 in [19], as a particular case, and it does not
depend on the thickness of the beam.

Finally, following the proof of Lemma 2 in [12], it is clear that the estimations (A.2)-(A.5), which are related only to the
operator B, do not depend on the thickness parameter. O

A

IA

Now we can obtain the optimal convergence rates for our optimal control problem. These results are consequences of
the assumptions (A.1)-(A.5) and the theoretical framework developed in [15].

Theorem 3.2. There exists hy > 0 such that for allh < hy, (ARE},) in (26) admits a unique, nonnegative, self-adjoint solution Py.
Moreover, there exist wy > 0 and C > 0 independent of h, T and t, such that for any ¢ > 0, T > 0, the following convergence
rate is obtained:

”G - GhC(Ph “DC(H(}(I)ZXLZ(I)Z) =< Ch. (27)

Proof. First, notice that, as a consequence of the compact injection H(} (I) < L%(I), we have that the operators B*A™* and
A~'KR are compact. For the last operator, K € .£(Y, Z) denotes the operator involved in the detectability condition stated
in Chapter 4 of [15], which exists as a consequence of the finite cost condition. Then, according to Lemmas 1 and 2, and
using the Theorem 4.1.4.1 from [15], we have the existence of hy > 0 such that for all h < hg, (ARE), admits a unique,
nonnegative and self-adjoint solution.

On the other hand, because By, = $;B, the assumptions (A.7)-(A.9) stated in Chapter 4 in [15] hold; then (27) is obtained
by using the estimation (ii) in Theorem 4.6.2.1 and Corollary 4.6.2.5 in [15] withy = 0, s = 1and ryp = r; = s. However, it is
important to note that the proof of Theorem 4.6.2.1 in [15] follows from Theorem 4.5.4.1 in [15], in which the assumptions
(A.1)-(A.5) proved in Lemma 3.1 are strongly used. This result allow us to guarantee that the constant involved in the
estimation (27) does not depend on the thickness parameter. 0O

4. Computational implementation and numerical experiments

In this section we perform a computational implementation of the above mentioned problem in order to exhibit the
optimal convergence rates obtained theoretically. Since the mesh size parameter is directly proportional to numbers of
nodes (also with d.o.f.), in this section we adopt the following notation: discrete variables and operators are identified by a
superscript ¥ rather than a subscript j,.

We consider a uniform partition of the interval I, 7; as in (11), and the finite dimensional space of piecewise linear and
continuous functions over I that vanishes in x = 0 and x = L, i.e. V}, defined in (12). We seek a solution of (24) assuming a
Galerkin approximation of the form

N N
w0 =) wiOg®,  NE =) 6Oe,
j=1 j=1

J J

where {(pj}}\’:l denotes a basis of the discrete space 'V, and N = dim(Vy,).
Now, replacing this expression in (24) we obtain a second-order system of differential equations of the form

MNE@) +DVe(t) + KNe(t) = BVu(t)

forc(t) = [wi(t), ..., wn(t), 61(t), ..., Oy(t)], where the matrices MV, DN, and KN denote the mass, damping and stiffness
matrices respectively while BY stands for a load vector. It is important to stress that the stiffness matrix KV and, therefore,
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the damping operator DV have been constructed using the reduced integration procedure previously described in order to
avoid the numerical locking.

The initial conditions for this second-order problem are obtained taking the Galerkin approximation of the initial
conditions of the continuous problem, in fact,

WM 0), )iz = . )iz
(9N(0)7 %’)Lz(l) = (g, Wj)LZ(I),
W"(0), oza = (& v,
(éN(OX %‘)LZ(I) = (n, ‘Pj)L2(1)~

Defining the vector state in the same way as we have done in the abstract problem, i.e., y¥ = [c(t), ¢(t)]", we formally
obtain a classical first-order state space representation form for the system dynamics:

=A% 4B Y0 =y
where
0 I 0
N _ N _
AT= [—(MN)_lKN —a(M”)—‘KN] and BY = [—(MN)_lBN] '

By means of the same ansatz we obtain a finite dimensional version of the cost functional:

1 o
76", 0 = —/ (RN + Ju(o)P) de
0

2
= % f ) {O"T®RHTQRY +u(r)?} dr, (28)
0
where RVyN = [wy(7) - - - wn(T), w1(T) - - - wn(7)]" and
v_[o o
e[ ]
with
QlN,j = ((f)iv ¢j)L2(1) + (¢,/’ ¢]{)L2(l)s Qévu = (¢i, ¢j)l_2(l)- (30)

These finite dimensional operators are inputs in the following algebraic Riccati equation for PV:
ANPN + PNAN _ PNBN(BN)TPN + (RN)TQNRN — 0’

and the discrete control law is given by u, = —(B")TP"yN. Our analysis is focused on the convergence properties of the
feedback gain operator G¥ = (BV)TPN. Proceeding in a similar manner to in [13], we write the action of the full gain
operator G" as the action of four separate kernels or functional gains, one for each state of the abstract control problem.
Formally,

up(t) = —GNJ’(f) = —(f1Na wN)Hl(l) - (sz, ON)Hl(I) - (ng» wN)LZ(l) - (fz{v’ éN)LZ(l) (31)
Q' 0 0 o0
0 Q' o0 o
LA Al | PO S T P} (32)
0 0 0 Q)

which leads to an explicit characterization of the functional gains,

¥ o o o]

0 Q' o0 o0
[ A B O
o o o0 QqF

Under such an approach, analyzing the convergence of the abstract gain operator turns out to be equivalent to the problem
of analyzing the convergence of the functional gains over the state space.

We present now numerical experiments performed in MATLAB, which are consistent with the above developed
theoretical framework. After discretizing the system we compute the suboptimal feedback by means of the LQR command
in MATLAB, and finally we recover the functional gains. For dynamic simulations we advance in time with a Runge-Kutta
fourth-order solver.

(33)
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Fig. 1. Open and closed loop pole locations for different values of the thickness with N = 100.

In the absence of an exact solution the error estimate of the gain operator is computed relative to the solution obtained
with 500 nodes, i.e.,

error’ = ||GN — G°%|]. (34)
In order to describe the numerical control problem we consider the following choices:

e The domain of the beamisI := (0, 1).
e The physical parameters are:
- the elastic moduli: E = 2.1 x 10'1 Pa,
- the Poisson coefficient: v = 0.3,
- the correction factor: k = 5/6,
- the density: p = 7.8 x 10° Kg/m?.
e There is a distributed actuator over I, := (0.4, 0.6).
e The thickness is analyzed from 1e—1 to a minor value of 1e—4.

4.1. Stabilization

Fig. 1 shows closed and open loop poles for different values of t. Open loop pole location is consistent with what should
be expected for slender structure models with a strong damping term (as in [20]). Closed loop poles, independently of
the thickness, exhibit an improvement on the location that will consequently lead to a faster stabilization of the vertical
vibrations.

Figs. 2 and 3 show the stabilization in time at fixed positions, given an initial condition. We show the stabilization of the
vertical displacement and velocity, as required in our minimization problem. Despite the dynamical behavior varying as the
thickness is changed, in both cases it is possible to compute a control law that regulates the states of the system.

4.2. Convergence

So far we have presented a design procedure for computing stabilizing control laws for a Timoshenko beam by means of
a low-order finite element method that involves a reduced integration calculation of the shear term. In such a context, our
main result establishes an optimal convergence rate for the feedback operator, resulting from the optimal control problem
setting. The convergence rate is obtained from a functional gain characterization of the feedback, and the proposed scheme
ensures robustness of the order with respect to the thickness.



E. Herndndez et al. / Journal of Computational and Applied Mathematics 235 (2011) 1383-1393

w(0.2,7)

wt(O.S,r)

0.5 b
o
3
-0.5 —
4 I I I I I |
0 05 1 15 2.5 3 35 4
-3
x 10
Fig. 2. Dynamical response of the uncontrolled and controlled state variables at x = 0.2 (top) and the control signal (bottom). t = 0.01.
x10 x10"
6 T T 6
RN ' ~OL Response ‘H‘“H“H A
LSS | [N \ ] ' i Ly i ] I
4\I,HI‘n,“vl‘llul‘:“f‘r\\"ﬂl:'lv:u1“‘1"":"““1\‘||'\‘m‘ L Response AR e S e R R R TR AR TSRy
L T I AN T Y A A I T I (I | T T I O I R R I W A R I L R PR T AT
Py [H‘I“||\I“‘ll““,v‘|11“ p“wl‘.\,;:;" ahn ;"}H‘;:,,.;‘I;;‘L o R ‘v‘:l‘:] H.:.;;‘ I A hi It ‘”‘:1”"1“";““"‘””\’
- :v‘l:\:”‘lu‘H“"‘|'|:"V“N‘:“‘H”‘”‘1”1 HRITIETI © \“\MIH‘”‘:H‘”H‘H:I‘HH;"I\”H”"|:“yI||IH\H‘\I“\‘I\V\‘ly“,l':‘H“HHHH“
&g i I T LLLRA
=3 T T P T N e T IT A P T T S R OO T T ATHI
= "“““\“,"”‘mw'\“\“‘.‘,"'H‘.Hu\\‘u'n““l»"”,u”"\,‘u‘mﬂ'ml“\ o ‘"‘H.‘,H.”"‘|\”|“‘y\\"".‘\"l“I“M“H'\""H‘yl.|““‘H'H”H”"
2 H'I:::”v:\““‘v\‘H:‘l‘l‘\’l“v:l':“l‘lwl‘l‘ ,‘w,‘w:‘m,".“‘,u“ [,\H“‘”‘”,m IR s 5 ””l”"':'ﬂ‘”:l‘ ‘,u{'u,,,uu‘“‘\‘u,\, iy \" u‘m.‘!“ ‘”»I"‘lul‘yuy\:l‘m:_‘
ity R T R I e A R TR I L R Y B S TR TR IR A AT TR R TR YR TR U L T I e L A (R L T e N L TR R I T R LR TR
e N R R TR R N I I )
,4{‘41“'-\."uw,.‘U"‘w‘,jpu‘lHu“,“,h,‘w,,xl"»‘“w.nmwhj N R A R N A R RN R R T N AR S ER AU R
poy et e SR EERER § [ L A T T T R T T B A U R
R i o R R AR AN A A ‘
6 ; ; 6 ; ;
0 1 2 0 1 2 3
T —4 T 4
x 10 x10
3 12
x 10
15 . ‘ 15210 : :
17“,‘/’%4‘“‘»};4'41};‘\ D YRR RYRTRTEN ! Pl I N T A I I
Wk fon ) TN T R ] Bt Wb / ) "y I A [N
o OB b o 05 A R R A b
o nnhn it R I > b i NI i iy
G f I ORI
o R T N L L N L N TR T L L TR PRI PR IS T RIS IO L T
= TR LT T A Y R e R TR R TR R T N N T R IR TR L R TR TR A o T e PRI
= e g gy = 0 T g
-05 T'H ‘l‘ l' ! ", 'H' P g l“ W '”H‘ ‘H‘ i ‘” [P “‘ 0 1" :‘ “\ 2 “\ “n u |¢ \: ',‘ "17 -0.5 W Nl“ i \: K itk iy h ‘H ﬂ:u iy “,‘ ‘l: ity ‘>:1
AR A R A R AN R R TR R R A [ AR S R A AR AR RN
e . | ! ] » |
_ i i -15 ; .
1'50 1 2 0 1 2 3
«10° T X107 N x107
2 T T T T T T T
1\ i
-
=)
ok
-1 I I i I I I I I -
1 2 3 4 6 7 8 9 10
x107

Fig. 3. Dynamical response of the uncontrolled and controlled state variables at x = 0.5 (top) and the control signal (bottom). t = 0.0001.
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We assess the performance of the method with several numerical tests, which consist of the calculation of the functional
gains for different numbers of nodes (N), and varying the thickness value t from 0.1 down to 10™4. As can be observed in
Figs. 4 and 5, for fixed values of the thickness (t = 0.01 and t = 10~%), basic convergence of the kernels with respect to the
numbers of nodes is verified, and therefore consistency with the locking-free property of the procedure.
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Furthermore, we perform calculations for the convergence rate of the feedback operator. Figs. 6 and 7 exhibit a
comparison between the theoretical predicted order h and the numerical results. We show the convergence rate for f; and
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f3in norms H'! and L? respectively. It can be observed that for f; the theoretical order h is verified and robustly preserved as
the value of t is decreased. Such behavior represents the locking-free feature of our design strategy. The convergence rate
of the full feedback operator depends on the convergence of all the functional gains separately; this can essentially be split
into two categories, depending on the functional space where they belong, namely H! for f; and f, L? for f; and f,. Therefore,
we also include Fig. 7, showing the convergence rate of f5, which turns out to be faster than expected. Certainly this result
does not represent any contradiction with the theory, and is consistent, as it also preserves the locking-free property of the
finite element approximation. The theoretical results are consequently validated.

5. Concluding remarks

We have developed a locking-free method for the computation of the optimal gain arising from the LQR control problem
of a Timoshenko beam. The proposed method consists in an approximation of the system dynamics by means of a numerical
procedure which leads to thickness-independent convergence properties. The solution of the LQR problem implies the
solution of an algebraic Riccati equation which receives the dynamics approximated thus as an input and strongly depends
on it, and consequently, generates an optimal gain operator that inherits the independence of the thickness. Computational
simulations validated this approach.
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